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Abstract

In a network of information agents, the problem of
how these agents keep accurate models of each other
becomes critical. Due to the dynamic nature of in-
formation and the autonomy of the agents, the mod-
els that an agent has of its information sources may
not reect their actual contents. In this paper, we
propose an approach to automatically reconcile agent
models. First, we show how an agent can revise its
models to account for the disparities with its informa-
tion sources. Second, we show how to learn concise de-
scriptions of the new classes of information that arise.
Third, we show how the re�ned models improve both
the accuracy of the knowledge of an agent and the e�-
ciency of its query processing. A prototype for model
reconciliation has been implemented using a SIMS me-
diator that accesses relational databases.

Introduction

With the current explosion of data, the problem of how
to combine distributed, heterogeneous information
sources becomes more and more critical. Agents that
integrate the information resources available for par-
ticular domains provide a way of structuring this vast
information space. These information agents provide
expertise on a speci�c topic by drawing on their own
knowledge and the information obtained from other
agents. The SIMS architecture (Arens et al. 1993,
Knoblock et al. 1994) implements such an agent.

Previous work has assumed that the contents of the
information sources were well known, fairly static and
with all semantic disparities resolved at design time.
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However, in a network of autonomous agents these as-
sumptions will not hold in general. First, the designer
of the models might not have had a complete under-
standing of the semantics of the information provided
by each agent. Second, even if at integration time the
models were accurate, the autonomy of the agents will
cause some concepts to drift from their original mean-
ing. The dynamic nature of the information force us
to provide mechanisms to detect inconsistency and/or
incompleteness in the agent's knowledge. Third, the
analysis described below may feed additional informa-
tion to a fully automatic integration system.
In this paper, we propose an approach to automati-

cally reconcile agent models, by analyzing the evolving
contents of the information sources and modifying the
models accordingly. A prototype for model reconcil-
iation has been implemented using a SIMS mediator
that accesses relational databases. The paper is orga-
nized as follows. First, we describe the knowledge of
an agent which is represented as a set of interrelated
models. Second, we show how to analyze these models
to detect disparities and how the models are re�ned
to resolve the disparities. Third, we describe a learn-
ing approach to generate declarative descriptions of the
new concepts found in the previous analysis. Fourth,
we show how this work improves not only the accuracy
of the models, but also the e�ciency of the query pro-
cessing. Fifth, we describe related work. Finally, we
discuss the contributions and future directions.

Agent Models

Each agent contains a model of its domain of expertise
and models of the other agents that can provide rele-
vant information. We will refer to these two types of
models as the domain model and information source
models. These models constitute the knowledge of an
agent and are used to determine how to process an in-
formation request. The domain model is an ontology
that represents the domain of interest of the agent. It
gives the terminology for interacting with the agent.
The information source models describe both the con-
tents of the sources and their relationship to the do-
main model. They do not need to contain a complete



description of the other agents, but rather only those
portions that are directly relevant. All these models
are expressed in the Loom description logic (MacGre-
gor 1990). Loom provides a language for represent-
ing hierarchies of classes and relations, as well as e�-
cient mechanisms for classifying instances and reason-
ing about class descriptions.
Figure 1 shows a fragment of the knowledge of an

agent. Its domain of expertise is organization mod-
eling. It integrates several databases of a company
into a common enterprise model. The nodes repre-
sent concepts (classes). Those unshaded belong to the
agent's domain model and those shaded to the agent's
information source models. The thick arrows repre-
sent subsumption, the thin ones, roles (binary rela-
tionships). All of the concepts and roles in the infor-
mation source models are mapped the domain model.
A mapping link (dashed lines) between two concepts
or roles indicates that they represent the same class of
information. Two source concepts mapping into the
same domain concept are interpreted as both denoting
the same set of individuals. Some of the properties
of the individuals might be equivalently obtained from
either source, but other properties might only be de-
scribed in one of them. We assume that individuals are
identi�ed by key attributes (underlined). For exam-
ple, personnel.emps and accounting.staff can be
considered equivalent sources of employee information
(in their common roles). Their instances are identi�ed
through the key role(s) ss#.
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Figure 1: Fragment of the Knowledge of an Agent

Re�ning the Models

This section describes how the semantic disparities
among concepts belonging to di�erent agents (thus
possibly di�erent ontologies) are recognized and how
the models are modi�ed to resolve such disparities.
The main tool will be to analyze the extensions of

inter-related concepts looking for possible mismatches
between the de�nitions stated in the models and the
actual instances. In the �rst case, only one source pro-
vides some class of information. In the second case, two
sources provide instances for the same domain concept.
We will illustrate these ideas with examples from the
domain of Figure 1 by assuming di�erent extensions of
the information sources, which will represent di�erent
underlying semantics.

Verifying a Single Information Source

The �rst veri�cation phase consists in checking that
the extension of an information source concept actu-
ally satis�es the de�nition of the corresponding do-
main model concept. Consider the domain model con-
cept employee (DMC) and its corresponding information
source concept personnel.emps (ISC). Assume that
there is a constraint in the de�nition of employee that
states that salary has to be greater than the legal
minimum wage. However, after analyzing the actual
instances of emps present in the personnel database,
a group of instances identi�ed by null salary, violates
this constraint. This new class of instances might cor-
respond to visitors, which have external funding. The
model will be changed as shown in Fig 2. A new con-
cept C1 (personnel) is automatically created in the do-
main model to represent the actual contents of the in-
formation source. This concept will have as subclasses
both the original DMC (employee) and another newly
created concept C2 (visitor) that represents the in-
formation discovered. The de�nition of personnel is a
generalization of employee by removing the constraints
in conict. The de�nition of visitor inherits the prop-
erties of personnel plus the additional constraints that
characterize its instances. In the next section we will
discuss how these new descriptions are learned. For
now, their names will hint at the actual operational
explanation.
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Reconciling Two Related Sources

Consider two information source concepts (ISC1, ISC2)
mapped to the same domainmodel concept (DMC), with
extensions that have evolved so that the initial integra-
tion is no longer accurate. In order to detect and re-
solve the disparities among the models, we will gather



the actual instances of the source concepts and com-
pare them using their key roles. There are four cases:
Contained. Imagine that the accounting de-

partment keeps track of part-time employees in its
database. However, the personnel department
does not consider them as part of the organiza-
tion. In such case, the set of keys obtained from
personnel.emps.ss# will be contained in the set
accounting.staff.ss#. To solve this mismatch, the
domain model will be changed as shown in Fig 3. A
new concept C1 (full-time employee) is created in
the domain model representing the actual contents of
ISC1 (personnel.emps) including in its de�nition a
description that explains why it is a specialization of
DMC (employee). The mappings between ISC1 and DMC

are retracted and restated between ISC1 and C1. ISC2
(accounting.staff) mappings remain unaltered. An-
other new subconcept C2 (part-time employee) is
created to represent those instances present in ISC2

but not in ISC1.

Employee

Staff
Accounting.

Emps
Personnel.

Staff
Accounting.

Employee

Emps
Personnel.

DMC

ISC1 ISC2

ISC2ISC1

DMC

C1

C2

≅ ISC2 − ISC1( )

Employee
Full−time Part−time

Employee

Figure 3: Model Re�nement when One Source Is Con-

tained in Another

Equal. If the extension of both key sets is identical
the initial integration remains valid.
Overlap. Consider a di�erent situation in which

the personnel database keeps track of visiting re-
searchers, but does not consider part-time employ-
ees. Conversely, the accounting department con-
siders part-time employees but not visitors, which
are externally funded. By analyzing the extensions
of personnel.emps (ISC1) and accounting.staff

(ISC2), the system notices that their individuals over-
lap. The domain model is modi�ed as shown in Fig 4.
The following new concepts are formed: C1 (full-time
personnel) and C2 (salaried personnel) that repre-
sent the actual contents of ISC1 and ISC2, respectively;
C1-C2 (visitor) and C2-C1 (part-time employee),
that represent individuals identi�ed by keys in the set
di�erences; and C1\C2 (regular employee), for the
intersection.
Disjoint. Finally, we will present a more complex

situation in order to illustrate the case of disjoint data.
Imagine that two other departments of the organiza-
tion, computer support and purchasing, decide to keep
employee information for their own purposes and copy
the data from the personnel department database (cre-
ating cs.emps and pu.emps respectively). The inte-
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Figure 4: Model Re�nement when Information Overlaps

gration is performed during this state of a�airs, and
the three databases are considered equal sources of
employee information. However, with time, the com-
puter support department decides that only the per-
sonnel of the engineering department is of interest to
their applications eliminating the other employees from
the database. Similarly the purchasing department
restricts its attention to the manufacturing employ-
ees. Moreover, they delete the attribute dept-nm from
their schemas, which is now useless to them. Due to
this change in the semantics of the underlying data,
the concepts cs.emps and pu.emps are now disjoint
(and both contained in personnel.emps). The domain
model is changed as shown in Figure 5.
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Figure 5: Model Re�nement when Information Is Disjoint

Learning New Descriptions

In the previous section, we proposed a way of gener-
ating novel concepts that represented misalignments
among the models. However, in order to resolve the
disparities, not merely acknowledge them, we need to
understand why these sets of conicting instances have
appeared in the �rst place. We need to provide declar-
ative and concise descriptions of these new classes. Ma-
chine learning algorithms can be used to discover reg-
ularities within these sets of instances. Our system
currently uses ID3 (Quinlan 1986). These type of ex-
planations may not be as hard to �nd in practice as
it may seem. Signi�cant disparities will not be mere
errors, but follow some rationale. The semantics of
some concepts in the information sources might have
drifted, but not enough to impose a schema change, as,



for example, when data that naturally groups into new
classes is added to pre-existing categories. The descrip-
tion of the new classes will combine the original domain
concept description and the constraints induced from
the actual instances. These new descriptions will be
classi�ed appropriately in the domain hierarchy, jus-
tifying the subsumption relationships stated in Fig-
ures 2 to 5.
Consider the case in Figure 3 where one informa-

tion source (accounting) contains all the individuals
of interest, while other (personnel) only stores a sub-
set of them. The system proceeds as follows. First,
the system gathers all the data from personnel.emps

and accounting.staff, comparing them using the key
role ss#. This results in two groups of individuals,
one identi�ed by the values of personnel.emps.ss#,
and the other identi�ed by the values of the
set di�erence between accounting.staff.ss# and
personnel.emps.ss#. Second, these sets are pre-
pared for a two category learning problem. We
choose the common attributes (name, ss#, salary, and
hours-week) as the features over which to learn. Note
also that these attributes must be expressed in the ter-
minology of the domain model, where we need to learn
the descriptions, not in that of the information sources.
Third, we pass this data to ID3. Finally, the resulting
decision tree is analyzed to extract concise formulas,
expressed in the concept de�nition language of Loom,
explaining the two learned categories. In this exam-
ple, the constraint that characterizes the set di�er-
ence is (<= hours-week 20). The complete concept
description1 is:
(defconcept part-time-employee :is

(:and Employee (<= hours-week 20)))

The descriptions in the example of overlapping infor-
mation in Figure 4, which involve constraints with the
attributes salary and hours-week, are obtained anal-
ogously.
Consider now the example of disjoint information

shown in Figure 5. In this case, the concepts pu.emps
and cs.emps do not have any instances in common be-
cause they refer to individuals in di�erent departments
of the organization. Moreover, recall that the depart-
ment to which an employee belongs, which would al-
low to di�erentiate the individuals, is not stored in the
databases corresponding to these concepts. However,
such information can be obtained from personnel

database. Now, the system builds the three cat-
egory learning problem involving the mutually dis-
joint sets pu.emps, cs.emps and the remainder of
personnel.emps. The �rst learned description (cor-
responding to pu.emps), is:
(defconcept manufacturing-employee :is
(:and employee

(:filled-by dept-name 'manufacturing)))

1Note that the name of the concepts, such as part-time
employee, has been assigned manually. The system only
generates an unused token, such as C2 or employee-254.
However, names that spell out the learned constraints, such
as employee-with-hours-week-less-than-20, are feasi-
ble, although not necessarily desirable.

The description of the second set, engineering

employee (corresponding to cs.emps) is analogous.
Finally, the description learned for the third set is a
disjunction of all the departments names except manu-
facturing and engineering. This kind of constraint does
not improve the expressiveness of the domain model.
Therefore, no new concept is added. Not all the pos-
sible explanations generated by the learning algorithm
will be equally useful. In some cases, the constraints
generated might be too cumbersome, such as long dis-
junctions of values, or long conjunctions of constraints
that result in too general or too speci�c concepts. Also,
we need to take into account the cardinality of the new
classes. If the proposed new class has a very small num-
ber of instances, it might signal errors in the database.
Our algorithm only creates a new concept if a concise
description with su�cient support can be learned.

Using the Reconciled Model

In this section, we will show how the previous anal-
ysis not only provides a more accurate description of
the information available to an agent, it also improves
the e�ciency of its query processing. First, we briey
describe how a SIMS agent satis�es an information re-
quest. Second, we will illustrate how this processing is
improved thanks to the model reconciliation.
Query processing requires developing an ordered set

of operations for obtaining a requested set of data.
This query access plan includes selecting the informa-
tion sources for the data, the operations for processing
the data, the sites where the operations will be per-
formed and the order in which to perform them. A crit-
ical step in this process is query reformulation, which
transforms a query expressed in the domain ontology
into terms of the appropriate information sources. For
example, a domain level query including the concept
employee and the role dept-name would be translated
into an semantically equivalent one using the infor-
mation source terms personnel.emps and dept-nm,
respectively. When there is no source concept di-
rectly linked to the domain concept of interest, the
SIMS reformulation mechanismwill look for one its su-
perconcepts or subconcepts with a direct mapping to
some available information source. For example, sup-
pose we ask a query requesting the data-of-birth of
some person, but there is no source that can provide
person information. First, the query will be reformu-
lated using the subconcept employee which does have
source links. Then, it will be rewritten again using
personnel.emps, which is selected because it can pro-
vide the required DOB data.
The advantages of using the re�ned models are

twofold. Firstly, the available information is repre-
sented with greater accuracy. Moreover, this mecha-
nism adapts automatically to the evolution of the in-
formation sources, whose contents may semantically
drift from the original domain model mappings. Also,
human designers may revise these concepts to both



re�ne the domain model and correct errors in the
databases. Secondly, the e�ciency of query process-
ing is increased. During query reformulation, the new
concepts provide better options for building the query
plan that retrieves the desired data.
Consider a query that requests all employees that

work less than 15 hours a week, posed against the mod-
els in Figure 3. In the original model, the system does
not have any information to prefer either of the two
information sources. However, recall that only the ex-
tension of accounting.staff included part-time em-
ployees (characterized by working less than 20 hours
a week). If the system selects personnel.emps, the
query access plan will be incorrect. That information
source contains full-time employees exclusively, and
will wrongly return a null answer. In contrast, with
the re�ned models the query is reformulated into (:and
part-time-employee (< hours-week 15)), which is
correctly posed against the accounting database.
Consider another query that requests all employees

in the manufacturing department, posed against the
models in Figure 5. In the initial model any of the
three information sources could be chosen. If the plan-
ner selects cs.emps the query would be incorrect as in
the previous case. If it selects personnel.emps, the
query access plan will be ine�cient. That information
source contains information about all the employees in
the company, and many more instances will need to
be considered. With the re�ned model, better cost es-
timates are available. The query will be reformulated
using the subconcept manufacturing-employeewhich
is linked to the source concept that provides the desired
data (pu.emps). Finally, note that in complex queries
all these savings are cumulative.

Related Work

In a broad sense, the research in knowledge discovery
in databases (Piatetsky-Shapiro 1991) is related to the
present work. However, our system focuses in learning
concepts that explain the disparities in the models, as
opposed to arbitrary regularities in the data. Due to
this speci�city, it can operate without human interven-
tion.
There are several projects that use descriptions log-

ics to access, structure, and discover information from
databases. Beck et al. (Beck et al. 1994) use concep-
tual clustering techniques for schema design. Instances
that are asserted to belong to a class, but do not satisfy
its de�nition completely, prompt schema changes. In
our system, we assume that the domain model reects
an initial integration. However the autonomy of the
information sources results in semantic drift and dis-
parities. Our model re�nement is geared to keep track
of the evolving information sources and only triggered
when disparities are detected. Blanco et al. (Blanco
et al. 1995) build an integrated schema considering
equivalent, contained, overlapping and disjoint rela-
tions among classes, but these are asserted by a hu-

man as time-invariant properties of the databases. No
attempt is made to discover an explanation for those
relationships.
Finally, (Perkowitz and Etzioni 1994) present an ap-

proach to automatically discover correspondences be-
tween models by comparing database contents with
factual knowledge that an agent already has. In this
way, they try to assign a meaning to the database to-
kens. Our work could provide additional support for
the proposed mappings and suggest new re�nements
to the models.

Discussion

Our goal is to build intelligent information gather-
ing agents that are resilient to the changes that dy-
namic environments composed of autonomous infor-
mation sources will impose. Toward this goal we
have implemented a model reconciliation system in our
agents that allows them to adapt their models to better
keep track of the contents of their information sources.
Moreover, this increases their performance by provid-
ing them with better options during query processing.
Future work will include exploring which learn-

ing/knowledge discovery algorithms provide more use-
ful concept descriptions (for example, results from (Co-
hen and Hirsh 1994) may be promising), how to per-
form the extensional analysis more e�ciently (for ex-
ample, incrementally), and handling more types of in-
consistencies.
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