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Traditional approaches to building distrib-
uted or federated systems do not scale well.
Current systems, such as search engines or
topic directories on the World Wide Web,
provide only limited capabilities for locat-
ing, combining, processing, and organizing
information.

The solution to this problem is to pro-
vide access to the large number of informa-
tion sources by organizing them into a net-
work of information agents. Each agent
provides expertise on a specific topic by
drawing on relevant information from other
information agents. To build such a net-
work, we need an architecture for a single
agent that can be instantiated to provide
multiple agents. Our design is based on our
previous work on the SIMS system,1,2 an
information mediator that provides access
to heterogeneous data and knowledge
bases. We need to consider several aspects
that are critical for any agent-based system:
agent organization, knowledge of an agent,
communication language and protocol,
query processing, and learning capabilities.
We briefly discuss each of them in turn (for
a more detailed analysis, see “Agents for
Information Gathering”3).

Agent organization. We expect that agents
will be developed to serve the information
needs of users in specific domains. More
complex agents that deal with wider or
deeper areas of knowledge will appear in
an evolutionary fashion, driven by the mar-
ket forces of applications that can benefit
from using them. We believe that this bot-
tom-up approach can lead more realisti-
cally to the development of usefullarge
knowledge bases than can top-down ones
such as Cyc.4

Similar to the way current information
sources are independently constructed,
information agents can be developed and
maintained separately. Building an appro-
priate wrapperaround an existing reposi-
tory will turn it into a simple information
agent. A wrapper is the interface code that
will allow it to conform to the conventions
of the organization. In general, only one
such wrapper needs to be built for any
given type of information source (for
example, relational database, object-
oriented database, and flat file). This
greatly simplifies the individual agents,
because they only need to handle one
underlying language and protocol, making

it possible to scale the network into many
agents having access to many different
types of information sources.

Figure 1 shows an example network of
information agents in the Logistics Plan-
ning application domain. To perform its
task, the top-level agent needs to obtain
information on different topics, such as
transportation capabilities, weather condi-
tions, and geographic data. The other agents
also integrate many sources of information
relevant to their domain of expertise. For
example, the Sea_Agent combines assets
data from the Naval_Agent (such as
ships from different fleets), harbor data
from the Harbor_Agent, and port data
from the Port_Agent (such as storage
space, cranes in harbors, depth of channels,
and so forth—information that comes, in
turn, from repositories of different geo-
graphical areas). Note that the network
must form a directed acyclic graph to pre-
vent queries from looping endlessly. Two
agents may draw information from a third
one, possibly for different purposes.

The knowledge of an agent.Each infor-
mation agent is specialized to a single
application domain and provides access to
the available information sources within
that domain. Each agent contains an ontol-
ogyof its domain of expertise—its domain
model—and models of the other agents that
can provide relevant information—its
information source models. The domain
model establishes the terminology for
interacting with the agent. Each informa-
tion source model has two main parts:
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• A description of the source contents,
including the terms understood by the
source, which will be used to communi-
cate with it. 

• A description of the relationship be-
tween the source concepts and the con-
cepts in the domain model. 

The system uses these mappings for trans-
forming a domain-model query into a set of
queries to the appropriate information
sources. All these models need to be stated
in a common language expressive enough
to capture all the relevant distinctions
found in the sources. In SIMS, we chose a
description logic, the Loom knowledge-
representation language.5

Query processing.A critical capability
of an information agent is the ability to
flexibly and efficiently retrieve and
process data. Query processing requires
developing a plan for obtaining the
requested data. This includes selecting
the information sources to provide the
data, the processing operations, the sites
where the operations will be performed,

and the order in which to perform them.
Some desirable features of the query

processor are the ability to execute opera-
tions in parallel, to augment and replan
queries that fail while executing other
queries, and, most interestingly, to gather
additional information at runtime to aid the
query processing.6

Communication language and protocol.
The organization of agents needs a com-
moncommunication language and protocol
(otherwise, a network of O(n) agents could
require as many as O(n2) bilateral transla-
tions. Each agent needs to handle at least a
subset of the common protocol and be able
to perform a syntactic translation between
the common data model and its own data
model. In SIMS, we use Loom as the com-
mon content language and the Knowledge
Query and Manipulation Language7 as the
protocol to organize the dialogue between
agents. Queries to an information agent are
expressed in terms of its domain model, so
there is no need for other agents or a user to
know or even be aware of the terms used in
the underlying information sources.
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Figure 1. Network of information retrieval agents.
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Learning. An intelligent information agent
should be able to improve both its accuracy
and performance over time, and deal with
the changing environment. In SIMS, we
have explored three forms of learning. First,
the agents can cache frequently retrieved or
difficult-to-retrieve information.8 Second, an
agent can learn about the contents of the
information sources to minimize retrieval
costs. In particular, an agent can perform
semantic query optimization, based on its
declarative models and rules learned from
the sources, to reformulate a query plan into
a cheaper, but semantically equivalent,
plan.9 Finally, an agent can analyze the con-
tents of its information sources to refine its
domain model and better reflect the cur-
rently available information. Because of the
dynamic nature of information and the
autonomy of the agents, an agent’s source
modelsmay not accurately represent the
actual contentsof the sources. Thus we need
to be able to recognize such disparities and
resolve them, automatically, if possible.10

All these forms of learning improve the effi-
ciency of the system, and the last one also its
correctness.

Discussion. The SIMS-based approach has
several features we feel are crucial to the
success of any information-gathering
agent. These include:

• Modularity—for representing an infor-
mation agent and information sources.
This is afforded by the separate domain
and source models, and the uniform
representation and communication
languages.

• Extensibility—for adding new informa-
tion agents and information sources.
The modular design allows the addition
of a new source model without interfer-
ing with the mappings of previous
sources. An agent can export part or all
of its domain model for others to build
upon.

• Flexibility—for selecting the most
appropriate information sources to
answer a query. The explicit models
allow the agent to dynamically plan for
alternative sources when a source or the
network goes down. Cached informa-
tion can be accessed seamlessly.

• Efficiency—for minimizing a given
query’s overall execution time. Building
parallel query access plans, using
semantic knowledge to optimize the

plans, caching retrieved data, and learn-
ing about information sources contri-
bute to provide efficient access to large
numbers of information sources.

• Adaptability—for tracking semantic
discrepancies among the domain and
source models of an agent, and update
them as appropriate.
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