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Abstract. Recent growth of the geo-spatial information on the web has made it 
possible to easily access a wide variety of spatial data. By integrating these spa-
tial datasets, one can support a rich set of queries that could not have been an-
swered given any of these sets in isolation. However, accurately integrating 
geo-spatial data from different data sources is a challenging task.  This is be-
cause spatial data obtained from various data sources may have different pro-
jections, different accuracy levels and different formats (e.g. raster or vector 
format). In this paper, we describe an information integration approach, which 
utilizes various geo-spatial and textual data available on the Internet to auto-
matically annotate and conflate satellite imagery with vector datasets. We de-
scribe two techniques to automatically generate control point pairs from the sat-
ellite imagery and vector data to perform the conflation. The first technique 
generates the control point pairs by integrating information from different 
online sources. The second technique exploits the information from the vector 
data to perform localized image-processing on the satellite imagery. Using 
these techniques, we can automatically integrate vector data with satellite im-
agery or align multiple satellite images of the same area.  Our automatic confla-
tion techniques can automatically identify the roads in satellite imagery with an 
average error of 8.61 meters compared to the original error of 26.19 meters for 
the city of El Segundo and 7.48 meters compared to 15.27 meters for the city of 
Adams Morgan in Washington, DC.   

1.   Introduction 

Automatically and accurately aligning two spatial datasets is a challenging problem.  
Two spatial datasets obtained from different organizations can have different geo-
graphic projections and different type of inaccuracies.  If the geographic projections 
of both datasets are known, then both datasets can be converted to the same geo-
graphic projections.  However, the geographic projection for a wide variety of geo-
spatial data available on the Internet is not known.  Furthermore, converting datasets 
into the same projection does not address the issue of different inaccuracies between 
two spatial datasets. Despite the fact that GIS researchers have worked on this prob-
lem for a long time, the resulting conflation [22] algorithms still require the manual 



identification of control points.  Automatic conflation techniques are necessary to 
automatically integrate large spatial datasets.  One application of automated confla-
tion techniques is to accurately identify buildings in the satellite imagery.  Computer 
vision researchers have been working on trying to identify features, such as roads, 
buildings, and other features in the satellite imagery [19].  While the computer vision 
research has produced algorithms to identify the features in the satellite imagery, the 
accuracy and run time of those algorithms are not suited for these applications. 

We developed the Building Finder application, which integrates satellite imagery 
from Microsoft Terraservice with the street information from U.S. Census 
TIGER/Line files and building information from a white page web source to identify 
buildings in the satellite imagery.  The Building Finder queries the streets from a 
database containing street network information.  The result of the query is a set of 
tuples consisting of street name, city, state and zip code, which is used to query the 
Switchboard white pages agent to find the addresses related to those streets.  The 
result of the Switchboard white pages website is then provided to the geocoder agent, 
which in turn provides the latitudes and longitudes for the addresses.  The Building 
Finder also obtains a satellite image from Terraservice for the given area of interest.  
Finally, the latitude and longitude points representing different addresses and infor-
mation representing different streets is superimposed on the satellite imagery.   

A key research challenge in developing the Building Finder is to accurately inte-
grate road network vector data with the satellite image.  Different information sources 
utilize different projections for spatial information and there are various inconsisten-
cies in the spatial information.  For example, the spatial projection utilized for the 
satellite imagery is not the same as the spatial projection utilized for the TIGER/Line 
files, and due to local elevation changes some road locations in the TIGER/Line files 
are inaccurate.  Due to these problems, finding accurate locations of the buildings in 
the satellite image is a very challenging problem.  The Building Finder utilizes tech-
niques described in this paper to find accurate locations of the buildings in the satel-
lite image. 

In this paper, our focus is on efficiently and completely automatically reducing 
spatial inconsistencies between two geo-spatial datasets originating from two differ-
ent data sources.  The spatial inconsistencies are due to the inaccuracy of different 
data sources as well as different projections used by different data source.  Tradition-
ally GIS systems have utilized a technique called conflation [22] to accurately align 
different geo-spatial datasets.  The conflation process can be divided into the follow-
ing subtasks: (1) find control point pairs in two datasets, (2) detect inaccurate control 
point pairs from the set of control point pairs for quality control, and (3) use the accu-
rate control points to align the rest of the points and lines in both datasets using trian-
gulation and rubber-sheeting techniques. 

Applications, such as the Building Finder, cannot rely on a manual approach to 
perform conflation, as the area of interest for the Building Finder application may be 
anywhere in the continental United States. Manually finding and filtering control 
points for a large region, such as, the continental United States, is very time consum-
ing and error-prone.  Moreover, performing conflation offline on two datasets is also 
not a viable option as both datasets are obtained by querying different web sources at 
run-time.  In fact, satellite imagery and vector data covering the whole world are 



available from various sources.  The vector data and the satellite imagery obtained 
from different sources do not always align with each other and manually finding 
control points for the entire world is a very daunting task.  Therefore, an automatic 
approach to find accurate control point pairs in different geo-spatial datasets is re-
quired.  Our experimental results show that using our algorithm, we can completely 
automatically align two geo-spatial datasets. 

The remainder of this paper is organized as follows.  Section 2 describes two dif-
ferent algorithms to automatically identify control point pairs in two geo-spatial data-
sets.  Section 3 describes an algorithm to filter out inaccurate control point pairs from 
the automatically generated control point pairs.  Section 4 describes a modified con-
flation process to align two geo-spatial data sets.  Section 5 provides the results of 
utilizing our approach to identify road network in the satellite imagery.  Section 6 
discusses the related work. Section 7 concludes the paper by discussing our future 
plans.   

2.   Finding Control Points 

A control point pair consists of a point in one dataset and a corresponding point in the 
other dataset.  Finding accurate control point pairs is a very important step in the 
conflation process as all the other points in both datasets are aligned based on the 
control point pairs.  Section 2.1 describes a technique to find control points by query-
ing information from existing web services.  Section 2.2 describes a technique to 
generate control points using localized image processing. 

2.1 Using Online Data 

The Internet has a wide variety of geo-spatial and textual datasets available on the 
web.  Intuitively, the idea behind finding control points using the online data sources 
is to find some feature points on one of the datasets and utilize sources on the Internet 
to find the corresponding points on the second dataset.  In case of the Building 
Finder, Microsoft Terraservice provides the satellite imagery dataset.  Terraservice 
also provides different types of feature points, such as churches, buildings, schools, 
etc through the Terraserver Landmark Service.  The points provided by Terraserver 
Landmark Service align perfectly with the satellite imagery, i.e. the points line up 
with corresponding features in the satellite imagery.  Therefore, the feature points 
provided can be used as control points on the satellite imagery.  The feature points 
extracted from the Terraserver Landmark Service provide name of the point, latitude 
and longitude for each point.  One way to find corresponding point on the 
TIGER/Line files is to find the address of each feature point and geocode the ad-
dresses using the TIGER/Line files. However, the landmark feature points only pro-
vide name, type, and coordinates of the important points in various categories, such 
as churches, hospitals, etc.  Table 1 shows some example landmark points queried 
from Microsoft TerraService. 

As shown in Figure 1, the corresponding feature control points in the second data-
set are identified by integrating information from several online sources.  In case of 



the Building Finder, the 
second dataset is the 
TIGER/Lines vector data.  
The Building Finder queries 
the relevant yellow page 
web sources for the land-
mark points in various cate-
gories and finds a list of all 
points in the area for a 
category.  We utilize ma-
chine learning techniques 
described in [17] to query 
web sources as if they are 
databases.  Online yellow 
page sources are often in-
complete or have some 
inaccuracies, so the Build-
ing Finder integrates 
information from the 
following yellow page web 
sources: (1) The Yahoo 
Yellow Pages, (2) The 
Verizon Superpages, and (3) Superpages, and (3) The White pages.  Next, we find the geographic coordinates for 

the addresses of the yellow page points using a geocoder that utilizes vector data from 
TIGER/Line files, i.e., the second dataset, to find geographic coordinates for the 
given addresses.  This geocoded point provides the corresponding point on the 
TIGER/Line files.  Some sample feature points identified by this method are shown in 
Table 2. 

As shown in Table 1 and Table 2, the landmark names extracted from the yellow 
page sources do not exactly match with the landmark names from the Terraservice.  
Furthermore, different yellow page sources refer to different landmarks using differ-
ent names.  The Building Finder application utilizes the record linkage techniques 

[25] to identify matching point 
pairs from the landmark points 
obtained from Microsoft Ter-
raService and the landmark 
features queried from different 
yellow page web sources.  The 
record linkage techniques iden-
tify textual similarity between 
the records by utilizing different 
transformations, such as, acro-
nym, substring, and stemming.  
The matching point pairs can be 
used as the control point pairs to 
conflate two data sources.   

USGS Gazetteer Points 
(Micrsoft TerraService)

US Census 
TIGER/Line Files

Yellow Pages Data 
for Gazetteer Points

Property Tax 
Data

Geocoder I

Object 
Consolidation

Control Point 
Pairs

  
Figure 1 Finding Control Points Using Online Sources 

Table 1 TerraServer Landmark Feature Points 

Figure 2 Resulting Control Points 



The corresponding landmarks on both the imagery and vector data are good candi-
dates for control point pairs.  However, we must address the following challenges: 
First, the landmark points are not uniformly distributed on the imagery.  Hence, there 
may not be enough landmark points in some areas to find sufficient control point 
pairs.  Due to this problem, the available landmark points may not produce enough 
control point pairs to capture local transformations between the two geo-spatial data-
sets.  We address this issue by utilizing a technique termed region growing, which is 
described in Section 4.3.  Second, some landmarks are big entities that cover a large 
area.  For example, a school may cover a rectangular area of 200 pixels width and 
200 pixels height on a 1m/pixel resolution image, and the center of the school build-
ing is chosen as the representative for the landmark.  The geocoder may geocode the 
point at the center of the rectangle, which would turn out to be different than the 
center of the building.  We addressed this issue by utilizing small entities, like 
churches and police stations, as control points.  

2.2 Analyzing Imagery Using the Vector Data 

We also explored the use of image analysis to identify control point pairs.  Various 
GIS researchers and computer vision researchers have shown that the intersection 
points on the road networks provide an accurate set of control point pairs [8, 10]. In 
fact, several image processing algorithms to detect roads in the satellite imagery have 
been utilized to identify intersection points in the satellite imagery.  Unfortunately, 
automatically extracting road segments directly from the imagery is a difficult task 
due to the complexity that characterizes natural scenes [11].  Moreover, processing an 
image of a large area to extract roads requires a lot of time. 

Integrating vector data into the road extraction procedures alleviates these prob-
lems.  We developed a localized image processing technique that takes advantage of 
the vector data to accurately and efficiently find the intersection points of various 
roads on the satellite image.  Conceptually, the spatial information on the vector data 
represents the existing knowledge about the approximate location of the roads and 
intersection points on the satellite imagery.  We improve the accuracy and run time of 
the algorithms to detect intersection points in the satellite image by utilizing the 
knowledge from the vector data.  First, our localized image processing technique 
finds all the intersection points on the vector data.  For each intersection point on the 
vector data, the localized image processing technique determines the area in the satel-
lite image where the corresponding intersection point should be located.  Finally, the 
image processing techniques are applied to these small areas to identify the intersec-

Table 2 Extracted Feature Points from Online Sources 

 



tion points on the satellite imagery.  The area size of selected areas is much smaller 
than the entire image.  The area is determined from the intersection points on the 
vector data and the directions of the road segments intersecting at these points.   

The localized image processing technique may not be able to find all intersection 
points on the satellite image due to the existence of trees or other obstructions.  How-
ever, the conflation process does not require a large number of control point pairs to 
perform accurate conflation.  Therefore, for a particular intersection point on the 
vector data, if the corresponding image intersection point cannot be found within the 
certain area, it will not greatly affect the conflation process.  We discuss the more 
detailed procedure in the following sub-sections. 

2.2.1 Road Networks Intersection Detection 
The process of finding the intersection points on the road network from the vector 
data is divided into two steps.  First, all candidate points are obtained by examining 
all line segments in the vector data.  In this step, the endpoints of each line segment in 
the vector data are labeled as the candidate points.  Second, the connectivity of these 
candidate points is examined to determine if they are intersection points.  In this step, 
each candidate point is examined to see if there are more than two line segments 
connected at this point.  If so, this point is marked as an intersection point and the 
directions of the line segments that are connected at the intersection point are calcu-
lated. 

2.2.2 Imagery Road Intersection Detection (Localized Image Processing) 
The intersection points and the road directions from the vector data are utilized to 
identify the corresponding intersection points on the satellite image.  The algorithm to 
identify intersection points in the imagery takes the following parameters: the satellite 
image, coordinates of the corner points of the satellite image, set of intersection 
points detected from the vector data, and the area size parameter.  The area size de-
termines the size of the rectangular area around the intersection point examined by 
our localized image processing algorithm.  The area size parameter can be determined 
based on the accuracy of the two data sets.  One option is to utilize the maximum 
error or offset between two datasets.  We utilized the information from the US Census 
Bureau survey [16] to determine the area size parameter.  The area size parameter can 
also be estimated by the following incremental procedure: First, randomly pick an 
intersection point on the vector data.  Next, mark the location in the image at the same 
coordinates as the intersection point from the vector data.  Start with a very small area 
size and gradually increase the area size until some clear linear features within the 
area are recognized.  Note the value of the area size parameter.  Repeat this procedure 
for a few intersection points and pick the maximum area size. 

For each intersection point detected from the vector data, the localized image proc-
essing technique picks a rectangular area in the satellite image centered at the location 
of the intersection point from the vector data.  The existing edge detection techniques 
from [18] are used to identify linear features in the area.  An accumulation array [21] 
technique is utilized to detect line segments from the linear features.  The detected 
linear features and directions of the lines from the vector data are the key variables 
used to determine the score for each linear feature (on the imagery) in the accumula-



tion array.  The line segment formed by the images’ linear features with the highest 
score in the accumulation array pinpoints the location of the edges of the roads.  The 
intersection point of the detected lines is most likely the corresponding intersection 
point on the satellite imagery. 

The localized image processing avoids exhaustive search of all intersection points 
on the entire satellite image and often locates the intersection point on the satellite 
image that is the closest intersection point to the intersection point detected from the 
vector data.  Moreover, this technique does not need to extract road segments for the 
entire region.  Only partial road segments near the intersections on the satellite image 
need to be extracted.  Extracting road segments near the intersection point is easier 
than extracting all road segments, as the road sides closest to the intersections are 
often two parallel strong linear features, which are easier to identify.  Figure 3 depicts 
the intersection points on vector data and the corresponding intersection points on 
imagery.  The rectangular points are the intersection points on the vector data, and the 
circular points are the intersection points on the images. 

3. Filtering Control Points 

Both techniques discussed in Section 2 may generate some inaccurate control point 
pairs.  As discussed in Section 2.1, the approach to identify control point pairs using 
online data sources may produce inaccurate control point pairs due to temporal incon-
sistencies between data sources and the size of the various features.  Meanwhile the 
localized image processing may identify linear features, like tree clusters, building 
shadings, building edges and some other image noise, as road segments, thus detect-
ing some inaccurate control point pairs.  For example in Figure 3, the control point 
pairs 1, 2 and 3 are inaccurate control point pairs. 

The conflation algorithm utilizes the control point pairs to align the vector data 
with the satellite image.  The inaccu-
rate control point pairs reduce the 
accuracy of the alignment between 
two datasets.  Therefore, it is very 
important to filter out inaccurate 
control point pairs.  While there is 
no global transformation to align 
imagery and vector data, in small 
areas the relationship between the 
points on the imagery and the points 
on the vector data can be described 
by a transformation and a small 
uncertainty measure.  The transfor-
mation segment can be attributed to 
different projections used to obtain 
the imagery data and the vector data, 
while the small uncertainty measure 
is due to the elevation changes in the 

 
Figure 3. The intersection points (rectangles) on vec-
tor data and the corresponding intersection points 
(circles) on imagery 



area or due to the inconsistencies between the datasets.  Due to the above-mentioned 
nature of the datasets, in a small region the control points on the imagery and the 
counterparts on vector data should be related by similar transformations.  Therefore, 
the inaccurate control point pairs can be detected by identifying those pairs with sig-
nificantly different relationship as compared to the other nearby control point pairs.  
We used the vector median filter (VMF) [1] to filter out inaccurate control points.   

3.1 Vector Median Filter (VMF) 

Vector Median Filter (VMF) [1] is a mathematical tool for signal processing to at-
tenuate noise, and it is a popular filter to do noise removal in image processing.  The 
VMF accepts the data points as vectors, e.g., in our case a 2D vector with latitude and 
longitude differences between the points in the control point pair, and filters out the 
data points with the vectors significantly different from the median vector. 

The geographic coordinate displacement between the points of each control point 
pair in a small area can be viewed as a 2D vector, termed control-point vector.  The 
starting point of the vector is the control point on the vector data and the end point is 
the control point on the image.  Because the spatial inconsistencies between the im-
agery and vector data in a local area are similar, the control-point vectors whose di-
rection and length are significantly different from the others are characterized as an 
inaccurate control-point vector.  Due to the similarities of these control-point vectors, 
the directions and lengths of them can be represented by the vector median.  We 
modified the vector median filter to assist us in identifying the control-point vectors 
that are significantly different.  This helped to obtain the best matching set of control 
points. 

Vector median has similar properties as the median operation.  Intuitively, the me-
dian vector is the vector that has the shortest summed distance (Euclidean distance) to 
all other vectors. 

The inputs for a vector median filter are N vectors ixρ  (i= 1, 2, 3, … N) and the 
output of the filter is the 
vector median vmxρ .  We 
revised the output of vector 
median filter to accommo-
date not only vmxρ , but also 
k closest vectors to the vec-
tor median.  We defined the 
distance D: 

D= 2|||| vmk xx ρρ
−  

where kxρ is the k-th 

closest vector to vmxρ . 
Then, the output of our 
vector median filter is 

k control-point vectors 
Vector median

Figure 4. The distributions of twenty-one control-point 
vectors in Figure 3(k =11). 



{ ixρ | where Dxx vmi ≤− |||| ρρ
 }        

As shown in Figure 4, the modified Vector Median Filter selects the k closest vec-
tors to the vector median as the accurate control point pairs.  The possible value of k 
is an integer between 1 and N. Large value of k provides more control-point vectors, 
but may not filter out all inaccurate control point pairs.  If the number of inaccurate 
control point pairs exceeds the half of the size of control-point pairs, then the vector 
median would be one of the inaccurate vectors.  The Vector Median Filter can only 
work when the median vector is not inaccurate.  Thus, the number of inaccurate con-
trol-point vectors should not exceed half the control-point vectors.  Therefore, control 
point pairs with the  2

N  closest vectors to the vector median should be the most 

accurate control point pairs.  Towards this end, we kept the k=  2
N  closest vectors to 

the vector median and filtered out the rest of the control point pairs.  As a result, some 
accurate control-point vectors may be lost.  However, the missing control point pairs 
would not greatly affect the conflation results, as some of the selected control point 
pairs close to the lost accurate control point pairs have similar directions and dis-
placements. 

4. Conflating Imagery And Vector Data 

After filtering the control point pairs, we obtain accurate control point pairs on im-
agery and vector data.  Each pair of corresponding control points from the two data-
sets indicates identical positions on each datasets.  Transformations are calculated 
from the control point pairs.  Other points in both datasets are aligned based on these 
transformations.  The Delaunay Triangulation [5] and piecewise linear rubber sheet-
ing [28] are utilized to find the appropriate transformations. The Delaunay Triangula-
tion is discussed in Section 4.1, and rubber-sheeting is explained in Section 4.2.  
Moreover, a novel technique to alleviate the spatial inconsistencies for those areas 
where we cannot exploit any control point pairs from either techniques, is discussed 
in Section 4.3. 

4.1 Triangulation 

To achieve overall alignment of imagery and vector data, vector data must be ad-
justed locally to conform to the imagery.  It is reasonable to align the two datasets 
based on local adjustments, because small changes in one area should not affect ge-
ometry at longer distances.  To accomplish local adjustments, the domain space is 
partitioned into small pieces.  Then, local adjustments are applied on each single 
piece.  Triangulation is an effective strategy to partition domain space to define local 
adjustments. 

There are different triangulations for the control points.  One particular triangula-
tion, the Delaunay triangulation, is especially suited for conflation systems [22].  A 
Delaunay triangulation is a triangulation of the point set with the property that no 
point falls in the interior of the circumcircle of any triangle (the circle passing 



through the three triangle vertices).  The Delaunay triangulation maximizes the mini-
mum angle of all the angles in the triangulation, thus avoiding triangles with ex-
tremely small angles.  We perform the Delaunay triangulation with the set of control 
points on the vector data, and make a set of equivalent triangles with corresponding 
control points on the imagery.  The Delanuay triangulation can be built in O(n*log n) 
time in worst case, where n is the number of control points. 

4.2 Piecewise Linear Rubber-sheeting 

Imagine stretching a vector map as if it was made of rubber.  We deform the vector 
data algorithmically, forcing registration of control points over the vector data with 
their corresponding points on the imagery.  This technique is called “Piecewise linear 
rubber sheeting” [28].  There are two steps to rubber sheeting. First, the transforma-
tion coefficients to map each Delanuay triangular on vector data onto its correspond-
ing triangular on the imagery are calculated.  Second, the same transformation coeffi-
cients are applied to the road endpoints inside each triangle to transform the road 
endpoints (on the vector data) within the triangle.  The conflated road network is 
constructed from these transformed endpoints. 

Piecewise linear rubber sheeting based on triangles with extremely small angles 
(i.e., long and thin triangles) results in distorted conflation lines.  Since the Delanuay 
triangulation avoids triangles with extremely small angles, it alleviates the problem.  
The details of the triangulation techniques and the piecewise linear rubber-sheeting 
algorithms are described in [15, 22, 28]. 

4.3 Region Growing 

We propose a technique named “region-growing” to alleviate the spatial inconsisten-
cies for those areas where there are no feature points to perform conflation (such as 
landmarks or intersection points) on the vector data and imagery.  New control points 
are obtained by extrapolating existing control points.  Using these new control points, 
the region with the control points can be expanded.  This can also save time by reduc-
ing the need to detect intersection points or landmarks.  However, if the existing con-
trol points are not accurate, the new control points will not be accurate either.  In 
practice, “region-growing”, “control points from online data sources” and “control 
points from intersection detections” could be combined to generate new control 
points for conflation. 

Figure 5 illustrates the vector data for some streets in the city of El Segundo before 
conflation.  Figure 6 shows the road network after applying our conflation technique, 
using VMF-filtered online data sources as control point pairs.  Figure 7 shows the 
road network after applying conflation technique, using VMF-filtered intersection 
points as control point pairs. 



5. Performance 
Evaluation 

We evaluated our approaches to 
accurately integrate different geo-
spatial datasets by integrating data 
from two different datasets.  The 
first dataset was the vector data 
(road networks), and the second 
dataset was satellite imagery.  
These datasets are described in 
detail in section 5.1.  The purpose 
of the integration experiment was 
to evaluate the utility of these 
algorithms in integrating real 
world data.  We are interested in 
evaluating the two approaches to 
generate the control point pairs and 
the effect of the filtering tech-
niques.  Moreover, we were inter-
ested in measuring the improve-
ment in the accuracy of the integra-
tion of two datasets using our 
techniques.  To that end, we per-
formed experiments to validate the 
following: 
Hypothesis 1: Performing auto-
mated conflation using the auto-
mated control point identification 
techniques described earlier (with 
no filters) improves the accuracy 
of the road identifications. 
Hypothesis 2: The automated fil-
tering techniques improve the 
accuracy of the road identifications 
for both automated control point 
identification techniques. 
Hypothesis 3: The combination of 
the localized image processing 
using intersection points and the 
modified Vector Median Filter 
provides the best results. 

Section 5.1 describes the ex-
perimental setup and the datasets 
used to evaluate our methods.  
Section 5.2 discusses performance 

 
   Figure 5.  The road network before conflation. 

 
Figure 6. After applying conflation, utilizing VMF-
filtered online data sources 

 
Figure 7.  After applying conflation, utilizing VMF-
filtered intersection points 



of the two automatic control point identification algorithms without any filters.  Sec-
tion 5.3 describes the improvement due to the Vector Median Filter. 

5.1 Experimental Setup 

The following are two different datasets used for our experiments: (1) Satellite im-
agery: The satellite imagery used in the experiments is the geo-referenced USGS 
DOQ images with 1-meter per pixel resolution.  Microsoft TerraService web service 
[2, 3] was utilized to query the satellite imagery for different areas and (2) Vector 
data (road networks): The road network from the TIGER/Line files [26] was used as 
the vector data.  The TIGER/Line files dataset was developed by the U.S. Bureau of 
the Census. In general, the TIGER/Lin files dataset has richer attribution but poor 
positional accuracy.  As shown in Figure 5, the road network is TIGER/Line files and 
there are certain spatial inconsistencies between the satellite imagery and 
TIGER/Line files. 

The automatic conflation system was developed in C#.  The output of our confla-
tion algorithm was a set of conflated roads for the TIGER/Line files.  The experiment 
platform is a Pentium III 700MHz processor with 256MB memory on Windows 2000 
Professional (with .NET framework installed).  Our experiments were done on the 
City of El Segundo, California, and a region of the city of Adams Morgan, District of 
Columbia.  We obtained similar conflation performance for these two cities.  There-
fore, in the following sub-sections, we will take the city of El Segundo as an example 
to explain our conflation results, and list the conflation result of city of Adams Mor-
gan for reference.  The experiments on the city of El Segundo covered the area with 
latitude from 33.916397 to 33.93095, and longitude from -118.425117 to 
-118.370173. It is a region of 5.2Km by 1.6Km (a 5200x1600 image with 1m/pixel 
ground resolution).  There are approximately 500 TIGER/Line segments (i.e. about 
500 endpoints) on this region.  The Adams Morgan data covers a 2.8Km by 2.4Km 
rectangular area with corner points latitude and longitude (-77.006, 38.899) and 
(-76.974, 38.879) and contains 300 road segments.  Most roads in both the cities are 
15 to 30 meters in width.  Both automated conflation techniques are order of magni-
tude faster compared to the other computer vision algorithms to detect features in the 
satellite imagery. 

In order to evaluate our approaches, we compared the conflated roads with the ac-
curate roads.  The accurate roads were generated by conflating the TIGER/Line data 
using the control point pairs provided manually.  The road endpoints on the imagery 
were represented by the endpoints of the high accuracy road networks.  The experi-
ments used all the road endpoints in the conflated data and measured the displace-
ment of the road endpoints compared to the corresponding road endpoints in the ac-
curate road network.  The mean and the standard deviation of the point displacements 
are used to evaluate the accuracy of the algorithms. 



5.2 First Set of Experiments: Online Data Vs. Intersection Points  

In the first set of experiments, we compared the mean standard deviation, and dis-
placement range of the manually conflated road network with the road network gen-
erated using online data and intersection points as control point pairs respectively.   

The experimental results are listed in Table 3, and the displacement distributions of 
the conflated roads’ endpoints are shown in Figure 8.  The X-axis of this Figure de-
picts the displacement between endpoint on the conflated roads and the equivalent 
endpoint on satellite image.  The displacement values are grouped every 5 meters.  
The Y-axis shows the percentage of conflated points that are within the displacement 
range represented by the X-axis.  For example, as shown in Figure 8, when utilizing 
unfiltered intersection points to generate conflated roads, 48% of the conflated roads’ 
endpoints have less than 10 meters displacement from the corresponding satellite 
imagery points.  While utilizing unfiltered online data, we obtained 13% of the points 
within 10 meters displacement.  
Considering the original 
TIGER/Lines, there are no 
points within 10 meters dis-
placement from the imagery. 

As shown in Table 3, the 
method utilizing unfiltered in-
tersection points resulted in a 
smaller mean displacement than 
the TIGER/Lines and the con-
flated roads generated by the 
unfiltered online data.  There-
fore, the automated conflation 
approach using the control pairs 
obtained by using the localized 
image processing technique 
with no filter improves the accu-
racy of the integration process.  
However, the automated confla-
tion using the unfiltered online 
control point pairs, resulted in 
lower accuracy as compared to 
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Figure 8.  The displacement distributions of road 
endpoints (online data vs. intersection points) for city 
of El Segundo 

Table 3 Comparison of original road network with conflated roads 

 



the original TIGER/Lines.  The key reasons for the inaccurate results are that the 
landmark points obtained from the online sources are not uniformly distributed and 
the control point pairs are often inaccurate (because of the spatial inconsistencies 
between the online data sources).  The inaccuracy of the control point pairs is accu-
mulated when applying region growing to generate new conflated roads, resulting in 
almost half (44%) of the conflated points having greater than 25m displacement as 
shown in Figure 8.  However, the performance of both approaches is significantly 
improved by filtering out the inaccurate control point pairs.   

5.3  Second Set of Experiments: Filtered Control Points Vs. Unfiltered Control 
Points 

In the second set of experiments, we utilized the Vector Median Filter to filter out 
inaccurate control point pairs from the control point pairs generated using online data 
sources or localized image processing.  We identified the road network in the satellite 
imagery using the filtered control point pairs.  Finally, the conflated roads were com-
pared with the manually conflated road network to evaluate their performance. 

The experimental results 
are listed in Table 4, and the 
displacement distributions of 
the conflated road endpoints 
are shown in Figure 9.  The 
meanings of X-axis and Y-
axis of Figure 9 are the same 
as Figure 8.  As shown in 
Table 4, conflated lines using 
VMF-filtered online control 
point pairs increase the accu-
racy of the original data by 
about 40%.  Moreover, the 
intersection control points 
with the Vector Median Filter 
leads to a displacement error 
that is less than 50% of the 
displacement error for the 
original vector data.  

From Figure 9, we can see 

Table 4 Results after filtering 
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Figure 9.  The displacement distributions of road end-
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for city of El Segundo 



that when using VMF-filtered intersection points as control points, more than 60% of 
the conflated road endpoints are within 10 meters displacements from the image.  
Only 2.8% of the endpoints have displacements greater than 25 meters.  After visual 
checking, we found most of these points are close to the margins of our experiment 
region.  It is reasonable to have low accuracy points around the margins, since long 
and thin Delanuay triangles were constructed around the margins.  The small value of 
standard deviation (6 meters) of conflated roads generated using VMF-filtered inter-
section points indicates that most points’ displacements are close to the mean dis-
placement of 8.6m.  Although the standard deviation is one meter greater than the 
standard deviation of  the TIGER/Lines (5 meters) data, the range of displacement 
from the image is much smaller than the TIGER/Lines’ range of displacement.  This 
means that majority of endpoints of conflated roads using the VMF-filtered intersec-
tion control points are more accurate than TIGER/Lines’ endpoints. 

From Table 3 and 4, we conclude that all methods to perform automated confla-
tion, except the method utilizing unfiltered online data, result in more accurate align-
ment of the vector data with the satellite imagery and more accurate road identifica-
tions compared to the original road network.  Therefore, using any combination of the 
automatic control point identification techniques and the automatic filters results in 
better alignment.  This validates hypothesis 2. 

From Table 4, we also see that the mean displacement of conflated roads utilizing 
VMF-filtered intersection points is three times better than the original TIGER/Lines 
and almost two times better than the result without using the filter.  Finally, conflation 
using intersection control point pairs and the VMF filter provides the most accurate 
result.  This validates hypothesis 3. 

6. Related Work 

Currently, there are commercial products that utilize conflation techniques to provide 
integrated geospatial data. For example, NEXUS [20] was proposed by Nicklas to 
serve as an open platform for spatially aware applications. Since all kinds of spatial 
data can be integrated into the NEXUS system, it is a vital prerequisite that identical 
spatial objects from different datasets be matched in advance. Toward this end, the 
conflation technique discussed in [27] was applied to accomplish vector to vector 
dataset integration in the NEXUS system. Yuan and Tao proposed a componentware 
technology to develop conflation components and they demonstrated their approach 
for vector-to-vector conflation [29]. A commercial conflation product, MapMerger 
[6], also performs vector-to-vector conflation with limited human intervention to 
consolidate multiple vector datasets.  

Advances in satellite imaging technology are making it possible to capture geospa-
tial imagery with ever increasing precision. Remotely sensed images from space can 
offer a resolution of one meter or better. Utilizing imagery to vector conflation, this 
accurate imagery can assist in updating the relatively poor positional accuracy but 
rich attribution vector datasets, such as TIGER/Lines. To perform imagery to vector 
conflation, some spatial objects must be extracted from imagery to serve as control 
points. However, autonomous extraction of spatial objects from satellite imagery is a 



difficult task due to the complexity that characterizes natural scenes. Various ap-
proaches were developed over the past few years to automatically or semi-
automatically conflate imagery and vector data covering the overlapping regions.  
Most of these approaches detect the counterpart elements on the datasets, then apply 
traditional conflation algorithm (i.e. establishing the correspondence between the 
matched entities and transforming other objects accordingly) [9, 21, 23, 24].  These 
approaches are different, because of the different methods utilized for locating the 
counterpart elements.  

Some approaches directly extract the features from imagery and convert them to 
vector format, then apply the typical map-to-map [12, 22] or linear conflation algo-
rithm [7]. Extracting features directly from imagery and converting to vector format 
is a tough task. Taking the road extraction as an example, there exist many algorithms 
for extracting roads utilizing the characteristics of roads as prior knowledge [9, 21, 
23, 24], while none of them give good results in all circumstances [11, 13] and most 
of them are time-intensive. 

Other alternative approaches utilize existing vector databases as part of the prior 
knowledge. Integrating existing vector data as part of the spatial object recognition 
scheme is an effective approach.  Vector data represents the existing prior knowledge 
about the data, thus reducing the uncertainty in identifying the spatial objects in im-
agery.  Hild and Fritsch [14] processed vector data to extract vector polygons and 
performed image segmentation on imagery to find image polygons. Then, a polygon 
matching (or shape matching) algorithm is applied on both images and vector to find 
a set of 2D conjugate points. In order to obtain a successful matching between an 
image and vector data, the datasets must contain polygonal features like forest, vil-
lages, grassland or lakes.  This approach will fail when polygonal features can not be 
found, like in the high resolution urban areas.  Flavie and Fortier [10] tried to find the 
junction points of all detected lines, than matched the extremities of the road seg-
ments with the image junctions.  Their method suffers from the high computation cost 
of finding all possible junctions of detected lines on images.  Another approach, 
which utilizes the road axes detected from vector data to verify the extracted line 
segments to determine where the roads are, was proposed in [4]. This approach uses 
the vector data knowledge only for checking the extracted lines, thus it also takes a 
long time to detect road segments. 

Our proposed conflation approach takes the knowledge, such as online data 
sources or road segment direction and road intersections provided by vector data to 
alleviate the problems of finding control points from aerial images. Therefore, we can 
efficiently acquire control points on imagery.  VMF filter is utilized to remove inac-
curate control point pairs to obtain better alignments.  The VMF filter uses the fact 
that the control points on the vector data and the counterparts on the imagery are 
related by similar transformations in a small region.   

7. Conclusion and Future Work 

The main contribution of this paper is the design and implementation of a novel in-
formation integration approach to automatically annotate and integrate spatial data-



sets.   Our approach utilizes the online data sources and intersection points detected 
by localized image processing as control points.  Moreover, the inaccurate control 
points are removed by our proposed filter. Experimental results on the city of El Se-
gundo and the city of Adams Morgan demonstrate that our approach can accurately 
align and annotate satellite images with vector data. 

We plan to further improve the integration result by an iterative conflation process.  
The process could work as follows: the vector-image conflation operations, automatic 
control point pairs generation and vector to imagery alignment, are alternately applied 
until no further control point pairs are identifiable.  We also intend to extend our 
approach in several ways.  Extending our approach to integrate multiple satellite 
images of the same area is one possible topic.  Our approaches can be utilized to align 
both spatial image datasets with some other spatial vector dataset.  Another possible 
topic is extending the localized image processing technique to improve the perform-
ance of the Building Finder application.  Although the Building Finder application 
has successfully integrated information from various geo-spatial data sources to lo-
cate the buildings in the imagery, the boundaries of the buildings are represented by 
rectangles instead of the exact building edges.  Utilizing the localized image process-
ing within each rectangle to further refine the building boundaries is a promising 
future research direction. 
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