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Abstract

In a multi-view problem, the features of the
domain can be partitioned into disjoint subsets
(views) that are sufficient to learn the target con-
cept. Semi-supervised, multi-view algorithms,
which reduce the amount of labeled data required
for learning, rely on the assumptions that the
views are compatible and uncorrelated (i.e., ev-
ery example is identically labeled by the target
concepts in each view; and, given the label of
any example, its descriptions in each view are in-
dependent). As these assumptions are unlikely
to hold in practice, it is crucial to understand the
behavior of multi-view algorithms on problems
with incompatible, correlated views. We address
this issue by studying several algorithms on a
parameterized family of text classification prob-
lems in which we control both view correlation
and incompatibility. We first show that existing
semi-supervised algorithms are not robust over
the whole spectrum of parameterized problems.
Then we introduce a new multi-view algorithm,
Co-EMT, which combines semi-supervised and
active learning. Co-EMT outperforms the other
algorithms both on the parameterized problems
and on two additional real world domains. Our
experiments suggest that Co-EMT’s robustness
comes from active learning compensating for the
correlation of the views.

1. Introduction

In a multi-view problem, one can partition the domain’s
features in subsets that are sufficient for learning the tar-
get concept. For instance, as described by Blum and
Mitchell (1998), one can classify segments of televised
broadcast based either on the video or on the audio in-

formation; or one can classify Web pages based on the
words that appear either in the documents or in the hy-
perlinks pointing to them. In this paper we focus on two
types of multi-view algorithms that reduce the amount of
labeled data required for learning: semi-supervised and ac-
tive learning algorithms. The former type bootstraps the
views from each other in order to boost the accuracy of a
classifier learned based on a few labeled examples. The
latter detects the most informative unlabeled examples and
asks the user to label them. Both types of multi-view al-
gorithms have been applied to a variety of real-world do-
mains, from natural language processing (Collins & Singer,
1999) and speech recognition (de Sa & Ballard, 1998) to
information extraction (Muslea et al., 2000).

The theoretical foundations of multi-view learning (Blum
& Mitchell, 1998) are based on the assumptions that the
views are both compatible and uncorrelated. Intuitively, a
problem has compatible views if all examples are labeled
identically by the target concepts in each view. On the other
hand, two views are uncorrelated if, given the label of any
example, its descriptions in each view are independent. In
real-world problems, both assumptions are likely to be vio-
lated for a variety of reasons (e.g, correlated or insufficient
features). Consequently, in this paper we study the robust-
ness of multi-view algorithms with respect to view incom-
patibility and correlation. As in practice it is difficult to
measure these two factors, we use in our study a parame-
terized family of text classification problems in which we
control both view incompatibility and correlation.

In our empirical investigation we consider four algorithms:
semi-supervised EM (Nigam et al., 2000), Co-Training
(Blum & Mitchell, 1998), Co-EM (Nigam & Ghani, 2000),
and Co-EMT. The first three are semi-supervised algo-
rithms that were successfully applied to text classification
problems. Finally, Co-EMT is a new multi-view algorithm
that interleaves active and semi-supervised learning; that is,
Co-EMT uses a multi-view active learning algorithm, Co-



Testing (Muslea et al., 2000), to select the labeled examples
for the multi-view, semi-supervised Co-EM.

Our experiments lead to two important conclusions. First,
Co-EMT clearly outperforms the other three algorithms
in the entire correlation - incompatibility space.
These results obtained on the parameterized problems are
further reinforced by experiments on two additional real
world domains. Second, the robustness of Co-EMT is due
to active learning compensating for view correlation.

2. Issues in the Multi-View Setting

The multi-view setting (Blum & Mitchell, 1998) applies to
learning problems that have a natural way to divide their
features into subsets (views) each of which are sufficient
to learn the target concept. In such problems, an example
� is described by a different set of features in each view.
For example, in a domain with two views V1 and V2, any
example � can be seen as a triple ���� ��� ��, where �� and
�� are its descriptions in the two views, and � is its label.

Blum and Mitchell (1998) proved that for a problem with
two views the target concept can be learned based on a few
labeled and many unlabeled examples, provided that the
views are compatible and uncorrelated. The former con-
dition requires that all examples are labeled identically by
the target concepts in each view. The latter means that for
any example ���� ��� ��, �� and �� are independent given �.

The proof in (Blum & Mitchell, 1998) is based on the fol-
lowing argument: one can learn a weak hypothesis �� in
V1 based on the few labeled examples and then apply � � to
all unlabeled examples. If the views are uncorrelated, these
newly labeled examples are seen in V2 as a random train-
ing set with classification noise, based on which one can
learn the target concept in V2. Both the requirements that
the views are compatible and uncorrelated are crucial in
this process.1 If the views are correlated, the training set in
V2 is not random; if the views are incompatible, the target
concepts in the two views label a large number of exam-
ples differently. Consequently, from V2’s perspective, ��

may “misslabel” so many examples that learning the target
concept in V2 becomes impossible.

To introduce the intuition behind view incompatibility and
correlation, let us consider the COURSES problem (Blum
& Mitchell, 1998), in which Web pages are classified as
“course homepages” and “other pages.” The views V1
and V2 consist of words in the hyperlinks pointing to the
pages and words in the Web pages, respectively. Figure 1

1An updated version of (Blum & Mitchell, 1998) shows that
the theoretical guarantees also hold for partially incompatible
views, provided that they are uncorrelated. However, in practice
one cannot ignore view incompatibility because one rarely, if ever,
encounters real world problems with uncorrelated views.
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Figure 1. Two illustrative clumps in the COURSES domain.

shows several illustrative examples for the COURSES prob-
lem. Each of the 17 lines in Figure 1 represents an example;
that is, we depict each example � as a line that connects
its descriptions �� and �� in the two views. All but the
two bottom examples (i.e., lines) are “course homepages”;
consequently, to keep Figure 1 simple, we do not show the
examples’ labels. Note that in Figure 1 the same page may
be referred by several hyperlinks, while several hyperlinks
that contain the same text may point to different pages.

In real world problems, the views are partially incompatible
for a variety of reasons: corrupted features, insufficient at-
tributes, etc. For instance, as shown in Figure 1, of the three
hyperlinks that contain the text “Neural Nets”, two point to
homepages of neural nets classes, while the third one points
to a publications page. That is, Web pages with different la-
bels in V2 have the same description in V1. Consequently,
[“Neural Nets”, “MIT’s CS 211: . . . ”] and [“Neural Nets”, “J.
Doe’s Papers . . . ] are incompatible because they require that
“Neural Nets” has simultaneously two different labels.

In practice, the views are also (partially) correlated because
of domain clumpiness, which can be best introduced by an
example. Consider, for instance, the eight multi-view ex-
amples of AI homepages that are depicted as lines within
the “AI CLUMP” rectangle in Figure 1. We call such a group
of examples a clump because the bi-partite subgraph that
has as vertices the four hyperlinks and four Web pages, re-
spectively, is heavily connected by the eight edges repre-
senting the examples. Note that two clumps per class are
sufficient to violate the “uncorrelated views” assumption:
for any example �, it is highly likely that its descriptions
in the two views come from the same clump. Intuitively,
this means that it is unlikely to encounter examples such
as [“CS 561”, “UCI’s CS 561: Theory of Algorithms”], which
connects the THEORY and AI clumps (see Figure 1).



Given:
- a learning problem with two views V1 and V2
- a learning algorithm �
- the sets � and � of labeled and unlabeled examples
- the number � of iterations to be performed

Co-Training:
LOOP for � iterations

- use �, V1(� ), and V2(� ) to create classifiers �� and ��
- FOR EACH class �� DO

- let �� and �� be the � unlabeled examples on which ��
and �� make the most confident predictions for ��

- remove �� and �� from � , label them according to ��
and ��,respectively, and add them to �

- combine the prediction of �� and ��

Semi-supervised EM:
- let �		 � �

�
�

- let � be the classifier obtained by training � on �
LOOP for � iterations

- 
�� = ProbabilisticallyLabel(�		, � )
- � = ���� �
���

Co-EM:
- let �		 � �

�
�

- let �� be the classifier obtained by training � on �
LOOP for � iterations

- 
��� = ProbabilisticallyLabel(�		, �� )
- �� = ���� (V2(
���))
- 
��� = ProbabilisticallyLabel(�		, �� )
- �� = ���� (V1(
���))

- combine the prediction of �� and ��

Figure 2. Co-Training, Semi-supervised EM, and Co-EM.

3. Semi-supervised Algorithms

In this section we provide a high-level description of the
semi-supervised algorithms that are used in our compari-
son: Co-Training, semi-supervised EM, and Co-EM.

3.1 Co-Training

Co-Training (Blum & Mitchell, 1998) is a semi-supervised,
multi-view algorithm that uses the initial training set to
learn a (weak) classifier in each view. Then each classi-
fier is applied to all unlabeled examples, and Co-Training
detects the examples on which each classifier makes the
most confident predictions. These high-confidence exam-
ples are labeled with the estimated class labels and added
to the training set (see Figure 2). Based on the new training
set, a new classifier is learned in each view, and the whole
process is repeated for several iterations. At the end, a final
hypothesis is created by a voting scheme that combines the
prediction of the classifiers learned in each view.

3.2 Semi-supervised EM

Semi-supervised EM (Nigam & Ghani, 2000) is a single-
view algorithm that we use as baseline. As shown in Fig-
ure 2, it applies a probabilistic learning algorithm � to a

small set of labeled examples and a large set of unlabeled
ones. First, semi-supervised EM creates an initial classifier
� based solely on the labeled examples. Then it repeatedly
performs a two-step procedure: first, use � to probabilisti-
cally label all unlabeled examples; then, learn a new maxi-
mum a posteriori (MAP) hypothesis � based on the exam-
ples labeled in the previous step. Intuitively, EM tries to
find the most likely hypothesis that could generate the dis-
tribution of the unlabeled data. Semi-supervised EM can
be seen as clustering the unlabeled data “around” the ex-
amples in the original training set.

3.3 Co-EM

Co-EM(Nigam & Ghani, 2000) is a semi-supervised,
multi-view algorithm that uses the hypothesis learned in
one view to probabilistically label the examples in the other
one (see Figure 2). Intuitively, Co-EM runs EM in each
view and, before each new EM iteration, inter-changes the
probabilistic labels generated in each view.

Co-EM can be seen as a probabilistic version of Co-
Training. In fact, both algorithms are based on the same
underlying idea: they use the knowledge acquired in one
view (i.e., the probable labels of the examples) to train the
other view. The major difference between the two algo-
rithms is that Co-EM does not commit to a label for the un-
labeled examples; instead, it uses probabilistic labels that
may change from one iteration to the other. 2 By contrast,
Co-Training’s commitment to the high-confidence predic-
tions may add to the training set a large number of misla-
beled examples, especially during the first iterations, when
the hypotheses may have little prediction power.

3.4 An Empirical Comparison

In this section, we motivate the need for a new, robust
multi-view algorithm by showing that existing algorithms
have an uneven performance in different regions of the
correlation - incompatibility space. For this pur-
pose, we compare EM, Co-Training, and Co-EM on a pa-
rameterized family of problems for which we control the
level of clumpiness (one, two, and four clumps per class)
and incompatibility (0%, 10%, 20%, 30%, and 40% of the
examples are incompatible). To keep the presentation suc-
cinct, we present here only the information critical to mak-
ing our case. The experimental framework and the com-
plete results are presented in detail in Section 5; the param-
eterized family of problems is discussed in Appendix A.

2In (Nigam & Ghani, 2000), Co-EM and Co-Training are con-
trasted as being iterative and incremental, respectively. This de-
scription is equivalent to ours: Co-EM iteratively uses the unla-
beled data because it does not commit to the labels from the pre-
vious iteration. By contrast, Co-Training incrementally uses the
unlabeled data by committing to a few labels per iteration.
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Figure 3. A comparison of the semi-supervised algorithms.

In Figure 3 we show the performance of EM, Co-Training,
and Co-EM in two regions of the correlation - in-

compatibility space. In the graph on the left, the algo-
rithms are compared on problems with uncorrelated views
(one clump per class) that are highly compatible (0% and
10% of the examples are incompatible). In the second
graph, the algorithms are applied to problems with highly
incompatible views (30% and 40% of the examples are
incompatible) that have four clumps per class. The x

axis shows the percentage of incompatible examples in the
problems, while the y axis represents the error rates.

These results show that the three algorithms are sensitive to
view incompatibility and correlation. For example, Co-EM
and Co-Training outperform EM on problems with highly
compatible, uncorrelated views. In contrast, as the views
become correlated and incompatible, the two multi-view
algorithms underperform EM, with Co-EM doing clearly
worse than Co-Training. In the next section, we introduce
a new algorithm, Co-EMT, that has a robust behavior over
the entire spectrum of problems.

4. Co-Testing + Co-EM = Co-EMT

Co-Testing (Muslea et al., 2000) is a family of multi-view
active learning algorithms that start with a few labeled ex-
amples and a pool of unlabeled ones. Co-Testing searches
for the most informative examples in the unlabeled pool
and asks the user to label them. As shown in Figure 4, Co-
Testing repeatedly trains one hypothesis for each view and
queries one of the unlabeled examples on which the two
hypotheses predict different labels (also called contention
points). Intuitively, if two compatible views disagree about
a label, at least one of them must be wrong. Consequently,
by asking the user to label a contention point, Co-Testing
provides useful information for the view that mislabeled it.

Co-EMT is a novel algorithm that interleaves Co-EM and
Co-Testing (see Figure 4).3 As opposed to a typical Co-
Testing algorithm, which learns �� and �� based solely on
labeled examples, Co-EMT induces the two hypotheses by
running Co-EM on both labeled and unlabeled examples.

3In this paper we have chosen to combine Co-Testing with Co-
EM rather than Co-Training because of the difficulties encoun-
tered while fine-tuning the latter, which is sensitive to changes in
the number of examples added after each iteration.

Given:
- a learning problem with two views V1 and V2
- a learning algorithm �
- the sets � and � of labeled and unlabeled examples
- the number 
 of queries to be made

Co-Testing:
REPEAT
 times

- use �, V1(� ), and V2(� ) to create classifiers �� and ��
- let ������������ � �� � �� ����� �� ����� �
- select query among ������������ & ask user to label it
- move newly-labeled contention point from � to �

- combine the prediction of �� and ��

Co-EMT:
- let ����� be the number of Co-EM iterations within Co-EMT
REPEAT
 times

- run Co-EM(�, V1, V2, � , � , �����) to learn �� and ��
- let ������������ � �� � �� ����� �� ����� �
- select query among ������������ & ask user to label it
- move newly-labeled contention point from � to �

- combine the prediction of �� and ��

Figure 4. The Co-Testing and Co-EMT Algorithms.

EM (1977)Co−Training (1998)

Co−EM (2000)

Co−EMT (2002)

Co−Testing (2000)

probabilistic, multi−view, active learning

probabilistic, multiview learning

multi−view learning probabilistic learning

multi−view, active learning

Figure 5. The lineage of the Co-EMT algorithm.

In the current implementation, Co-EMT uses a straightfor-
ward query selection strategy: it asks the user to label the
contention point on which the combined prediction of � �

and �� is the least confident (i.e., it queries one of the unla-
beled examples on which �� and �� have an equally strong
confidence at predicting a different label).

In order to put Co-EMT in a larger context, in Figure 5 we
show its relationship with the other algorithms considered
in this study. One one side, Co-EMT is a semi-supervised
variant of Co-Testing, which - in turn - was inspired from
Co-Training. On the other side, Co-EMT builds on Co-EM,
which is a state-of-the art, semi-supervised algorithm that
combines the basic ideas from Co-Training and EM.

Note that interleaving Co-EM and Co-Testing leads to an
interesting synergy. On one hand, Co-Testing boosts the
accuracy of Co-EM by selecting a highly informative set
of labeled examples (stand-alone Co-EM chooses them at
random). On the other hand, as the hypotheses learned by
Co-EM are more accurate than the ones learned just from
labeled data, compared with stand-alone Co-Testing, Co-
EMT uses more accurate hypotheses to select the queries.
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with no incompatibility and 1, 2, and 4 clumps per class.

5. Empirical Results

5.1 The Experimental Setup

In our empirical investigation, we apply EM, Co-Training,
Co-EM, Co-Testing, and Co-EMT on a family of problems
in which we control both the clumpiness and the view in-
compatibility. We have created problems with one, two,
and four clumps per class. For each level of clumpiness,
we have generated problems with 0%, 10%, 20%, 30%, and
40% incompatible examples. For each of these 15 points in
the correlation - incompatibility space, we have
created four text classification problems, for a total of 60
problems (see Appendix A for details).

The accuracy of the algorithms is estimated based on four
runs of 5-fold cross-validation; consequently, each training
and test set consist of 640 and 160 examples, respectively.
For the three semi-supervised algorithms, the 640 training
examples are split randomly into two groups: 40 of them
are used as labeled examples, while the remaining 600 are
unlabeled (i.e., we hide their labels). To keep the compar-
ison fair, Co-EMT and Co-Testing start with 10 randomly
chosen labeled examples and query 30 of the 630 unlabeled
ones, for a total of 40 labeled examples (see Figure 6 for
three illustrative learning curves).

We use Naive Bayes as the underlying algorithm �. For
EM, Co-Training, Co-EM, and Naive Bayes, we have im-
plemented the versions described in (Nigam & Ghani,
2000). EM and Co-EM are run for seven and five itera-
tions, respectively. Co-Training, which require significant
fine tuning, labels 40 examples after each of the seven it-
erations. To avoid prohibitive running time, within Co-
EMT, we perform only two Co-EM iterations after each
Co-Testing query (on each of the 60 problems, Co-EMT
runs Co-EM after each of the 600 queries: 4 runs� 5 folds
� 30 queries per fold). At each point in the correlation
- incompatibility space, the reported error rate is av-
eraged over four text classification problems.

Figure 7 shows the performance of Co-EMT, Co-Testing,
Co-EM, Co-Training, and EM on the parameterized family

of problems. The five graphs correspond to the five levels
of views incompatibility: 0%, 10%, 20%, 30%, and 40%.
In each graph, the x and y axes show the number of clumps
per class and the error rate, respectively.

Co-EMT obtains the lowest error rates on all 15 points in
the correlation-incompatibility space. In a pair-
wise comparison with Co-Testing, Co-Training, Co-EM,
and EM, our results are statistically significant with 95%
confidence on 15, 13, 10, and 12 of the points. The remain-
ing points represent “extreme situations” that are unlikely
to occur in practice: for Co-Training and Co-EM, condi-
tional independent views (one clump per class); for EM
highly correlated and incompatible views (four clumps per
class, and 20%, 30%, 40% incompatibility).

5.2 Discussion

These empirical results deserve several comments. First,
Co-EMT, which combines Co-Testing and Co-EM, clearly
outperforms both its components. Intuitively, Co-EMT’s
power comes from Co-Testing and Co-EM compensating
for each other’s weaknesses. On one hand, by exploit-
ing the unlabeled data, Co-EM boosts the accuracy of the
classifiers learned by Co-Testing. On the other hand, Co-
Testing improves Co-EM’s accuracy by providing a highly
informative set of labeled examples.

Co-EMT is not the first algorithm that combines semi-
supervised and active learning: in (McCallum & Nigam,
1998b), various combinations of semi-supervised EM and
Query-by-Committee (QBC) are shown to outperform both
EM and QBC.4 We expect that using other active learn-
ing algorithms to select the labeled examples for Co-EM,
Co-Training, and EM would also improve their accuracy.
Finding the best combination of active and semi-supervised
learning is beyond the scope of this paper. Our main
contribution is to show that interleaving active and semi-
supervised learning leads to a robust performance over the
entire spectrum of problems.

Second, Co-EM and Co-Training are highly sensitive to do-
main clumpiness. On problems with uncorrelated views
(i.e., one clump per class), Co-EM and Co-Training clearly
outperform EM. In fact, Co-EM is so accurate that Co-
EMT can barely outperform it. This behavior is consis-
tent with theoretical argument in (Blum & Mitchell, 1998):

4The best of these EM and QBC combinations is not appropri-
ate for multi-view problems because it uses a sophisticated heuris-
tic that estimates the density of various regions in the single-view
instance space (the density of a multi-view instance space is a
function of the “local” densities within each view). Instead, we
have implemented another (single-view) algorithm from (McCal-
lum & Nigam, 1998b), which, similarly to Co-Testing, interleaves
QBC and EM. As this algorithm barely improved EM’s accuracy
on the parameterized problems, we decided not to show the cor-
responding learning curves on the already crowded Figure 7.
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Figure 7. Results on the parameterized family of problems.

given two uncorrelated views, even in the presence of view
incompatibility, a concept can be learned based on a few
labeled and many unlabeled examples.

In contrast, on problems with four clumps per class, EM
clearly outperforms both Co-EM and Co-Training. The
two multi-view algorithms perform poorly on clumpy do-
mains because rather than being disseminated over the en-
tire instance space, the information exchanged between the
views remains localized within each clump. The fact that
Co-EMT is almost insensitive to clumpiness suggests that
Co-Testing compensates for domain clumpiness.5

Third, the performance of all algorithms degrades as the
views become less compatible. The multi-view algorithms
are sensitive to view incompatibility because the infor-
mation exchanged between views becomes misleading as
more examples are labeled differently in the two views.
To cope with this problem, in a companion paper (Muslea
et al., 2002) we introduce a view validation technique that
detects whether or not two views are “sufficiently compat-
ible” for multi-view learning.

Note that, at first glance, Co-EMT should perform poorly
on problems with highly incompatible views: on such do-
mains, it looks likely that Co-EMT will query incompatible
examples, which convey little information and are mislead-
ing for Co-EM. To understand how Co-EMT avoids mak-
ing such queries, let us reconsider the situation in Section 2,
where two hyperlinks containing the either same text (“Neu-
ral Nets”) or similar fragments of text (e.g., “Artificial Neu-

5Remember that Co-EMT is simply Co-EM using labeled ex-
amples chosen via Co-Testing queries.

ral Nets” and “Artificial Neural Networks”) can point to Web
pages having different labels. Because of the ambiguity
of such examples, the hypotheses learned in the “hyper-
link view” have a low confidence in predicting their labels.
As Co-EMT queries contention points on which the views
make equally confident predictions, it follows that an in-
compatible example is queried only if the other view also
has an equally low confidence on its prediction.

In summary, we expect Co-EMT to perform well on most
domains. The areas of the correlation - incompat-

ibility space in which it does not clearly outperform all
other four algorithms have either uncorrelated views (one
clump per class) or correlated, incompatible views (four
clumps per class, 30%-40% incompatibility). On the for-
mer it barely outperforms Co-EM, but such problems are
unlikely to occur in practice. On the latter it barely outper-
forms EM, and one may expect EM to outperform Co-EMT
at higher incompatibility levels. To cope with this prob-
lem, we use view validation (Muslea et al., 2002) to predict
whether two views are sufficiently compatible for learning.

5.3 Results on real-world problems

In order to strengthen the results obtained on the parameter-
ized family of problems, we present now an additional ex-
periment on two real-world domains: COURSES (Blum &
Mitchell, 1998) and ADS (Kushmerick, 1999). In COURSES

(1041 examples), we classify Web pages as course home-
pages or not. The two views consist of words that appear
in the pages and in the hyperlinks pointing to them, respec-
tively. In ADS (3279 examples), we classify images that ap-
pear in Web pages as ads or non-ads. One view describes



Algorithm COURSES ADS

Co-EMT 3.98� 0.6 5.75�0.4
Co-Testing ����� ��� ����� ���

Co-EM ����� ��� ����� ���
EM ���	� ��
 ����� ���

Co-Training ����� ��
 ����� ���

Table 1. Error rates on two real world problems.

the image itself (e.g., words in the image’s URL and cap-
tion), while the other view characterizes related pages (e.g.,
words from the URLs to the pages that contain the image
or are pointed-at by the image). 6 For both domains we
perform two runs of 5-fold cross validation. On COURSES,
the Co-EM, Co-Training, and EM use 65 labeled examples,
while Co-EMT and Co-Testing start with 10 labeled exam-
ples and make 55 queries. For ADS, the semi-supervised
algorithms use 100 labeled examples, while Co-EMT and
Co-Testing start with 60 labeled examples and make 40
queries. EM, Co-EM and Co-Training are run for seven,
five and four iterations, respectively (Co-Training adds 100
examples after each iteration). Finally, within Co-EMT, we
perform two Co-EM iterations after each Co-Testing query.

Table 1 shows that Co-EMT again obtains the best accuracy
of the five algorithms. Except for the comparison with Co-
Tesing and Co-EM on COURSES, the results are statistically
significant with at least 95% confidence.

6. Conclusions and Future Work

In this paper we used a family of parameterized problems
to analyze the influence of view correlation and incom-
patibility on the performance of several multi-view algo-
rithms. We have shown that existing algorithms are not
robust over the whole correlation - incompatibil-

ity space. To cope with this problem, we introduced a new
multi-view algorithm, Co-EMT, that interleaves active and
semi-supervised learning. We have shown that Co-EMT
clearly outperforms the other algorithms both on the pa-
rameterized problems and on two real world domains. Our
experiments suggest that the robustness of Co-EMT comes
from active learning compensating for the view correlation.

We plan to continue our work along two main directions.
First, we intend to study other combinations of Co-Testing
and semi-supervised algorithms, both on semi-artificial and
real-world domains. In particular, we plan to use multi-
ple mixture components (Nigam et al., 2000) to model and
cope with domain clumpiness (i.e., to automatically gener-
ate a component for each clump in a class). Second, we
intend to work on the view detection problem, in which

6As all features in ADS are boolean (i.e., presence/absence of
word in document), we use Naive Bayes with the multi-variate
Bernoulli model(McCallum & Nigam, 1998a).

one tries to detect the existence of multiple views within a
given domain. We plan to generate several candidate views
(i.e., features partitions) and to use view validation (Muslea
et al., 2002) to predict whether the views are appropriate for
multi-view learning.
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A. The 60 Semi-Artificial Problems

To create a parameterized set of problems in which we con-
trol the view correlation and incompatibility, we general-
ize an idea from (Nigam & Ghani, 2000). One can cre-
ate a (semi-artificial) domain with compatible, uncorrelated
views by taking two unrelated binary classification prob-
lems and considering each problem as an individual view.
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Figure 8. Generating one and two clumps per class.

The multi-view examples are created by randomly pairing
examples that have the same label in the original problems.

The procedure above can be easily modified to introduce
both clumps and incompatible examples. For instance, con-
sider creating a binary classification problem in which the
positive examples consist of two clumps. We begin with
four unrelated problems that have the sets of positive ex-
amples A, B, C, and D, respectively. In the newly cre-
ated 2-view problem, the positive examples in the views V1
and V2 consist of the �

�
� and �

�
	, respectively. As

shown in the left-most graph in Figure 8, if the multi-view
examples are created by randomly pairing an example from
�
�
� with one from �

�
	, we obtain, again, uncorre-

lated views. By contrast, if we allow the examples from �

to be paired only with the ones from �, and the ones from
� with the ones from 	, we obtain a problem with two
clumps of positive examples: �-� and �-	. Similarly,
based on eight or 16 unrelated problems, one can create
four or eight clumps per class, respectively.

Adding incompatible examples is a straightforward task:
first, we randomly pick one positive and one negative multi-
view example, say [“Intro to AI”, AI-Class] and [“J. Doe”,
JDoe-Homepage]. Then we replace these two examples by
their “recombinations”: the “positive” example [“Intro to
AI”, JDoe-Homepage] and the “negative” example [“J. Doe”,
AI-Class]. Note that the labels of the two new examples are
correct in one view (the hyperlink words) and incorrect in
the other one (the words in the page). In this context, a level
of, say, 40% incompatibility means that 40% of the exam-
ples in both the training and the test set are assigned a label
that is correct only in one of the views. Similarly, when
Co-EMT queries an incompatible example, we provide the
label that is correct only in one of the views.

In order to generate problems with up to four clumps per
class, we used 16 of 20 newsgroups postings from the Mini-
Newsgroups dataset,7 which is a subset of the well-known
20-Newsgroups domain (Joachims, 1996). Each news-
group consists of 100 articles that were randomly chosen
from the 1000 postings included in the original dataset. We
divided the 16 newsgroups in four groups of four (see Table
2). The examples in each such group are used as either

7
http://www.cs.cmu.edu/afs/cs/project/theo-11/www/naive-bayes/mini newsgroups.tar.gz

V1 V2
comp.os.ms-win.misc comp.windows.x

pos comp.sys.ibm.pc.hrwd comp.sys.mac.hrwd
rec.autos rec.motorcycles

rec.sport.baseball rec.sport.hockey
sci.crypt sci.electronics

neg sci.space sci.med
talk.politics.guns talk.politics.mideast
talk.politics.misc talk.religion.misc

Table 2. The 16 newsgroups included in the domain.

positive or negative examples in one of the two views; i.e.,
the newsgroups comp.os.ms-win, comp.sys.ibm,

comp.windows.x, and comp.sys.mac play the roles of
the A, B, C, and D sets of examples from Figure 8.

We begin by creating compatible views with three lev-
els of clumpiness: one, two, and four clumps per class.
For one clump per class, any positive example from V1
can be paired with any positive example in V2. For two
clumps per class, we do not allow the pairing of comp

examples in one view and the rec examples in the other
one. Finally, for four clumps per class we pair exam-
ples from comp.os.ms-win and comp.windows.x, from
comp.sys.ibm and comp.sys.mac, etc.

For each level of clumpiness, we consider with five levels
of view incompatibility: 0%, 10%, 20%, 30%, and 40%
of the examples are incompatible, respectively. This corre-
sponds to a total of 15 points in the correlation - in-

compatibility space; as we already mentioned, for each
such point we generate four random problems, for a total
of 60 problems (each problem consists of 800 examples). 8
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8The documents are tokenized, the UseNet headers are dis-
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features (i.e., words), respectively.


