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ABSTRACT
Widespread adoption of networking technologies has brought about
tremendous economic and social growth, but also exposed individ-
uals and organization to new threats from malicious cyber actors.
Recent attacks by WannaCry and NotPetya ransomware crypto-
worms, infected hundreds of thousands of computer systems world
wide, compromising data and critical infrastructure. In order to limit
their impact, it is, therefore, critical to detect—and even predict—
cyber attacks before they spread. Here, we introduce DISCOVER,
an early cyber threat warning system, that mines online chatter
from cyber actors on social media, security blogs, and darkweb
forums, to identify words that signal potential cyber attacks. We
evaluate DISCOVER and find that it can identify terms related to
emerging cyber threats with precision above 80%. DISCOVER also
generates a time line of related online discussions on different Web
sources that can be useful for analyzing emerging cyber threats.
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1 INTRODUCTION
The world has become increasingly interconnected, with individu-
als and organizations linked by networks that people use daily to
socialize, receive information and education, buy and sell products
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and services, manage finances, find work, etc. While this global
network brings a wealth of advantages, it also exposes its people
to new threats [16] from cyber-attackers who can compromise and
misuse their computer systems and data. Cyber attacks are growing
in number: in 2016, more than 4000 cyber attacks have occurred
daily.1 Cyber attacks are also growing in diversity, with new phish-
ing attacks, breaches of personal data, malware, trojans, botnets,
etc. cropping up daily. The impact from cyber attacks on society is
also growing. Recently, for example, individuals as well as organiza-
tions all over the world fell victim toWannaCry ransomware attack,
which targeted computers running Microsoft Windows operating
systems. The ransomware encrypted victim’s files, demanding ran-
som payment in return for decryption key. In a similar ransomware
campaign,NotPetya infected many organizations worldwide in June
2017. To mitigate the risk from cyber attacks and reduce their dam-
age, we need new methods capable of predicting an attack [21], or
at least detecting it in its early stages.

The growth of cyber threat has increased the likelihood that
signals of impending attacks will be visible in the open public
data sources [5]. Cyber attackers exploit vulnerabilities using tools,
techniques, and tradecraft. Therefore, to conduct an attack, mali-
cious actors typically have to 1) identify vulnerabilities, 2) acquire
the necessary expertise and tools to use them, 3) choose targets,
4) recruit participants, and 5) plan and execute the attack. Other
actors—system administrators, security analysts, and even victims—
may discuss vulnerabilities, threats, or coordinate defenses against
exploits. These discussions are often conducted in online forums,
including blogs and social media, thereby creating potential signals
to identify an upcoming attack or a new cyber vulnerability [24].
Existing approaches focus on using single Web source as signal
for predicting vulnerabilities or exploits [19, 20]. In this paper, we
introduce DISCOVER, a method that leverages multiple online data
sources as signals to generate warnings indicative of new potential
cyber threats, which in the present paper is defined as an unusual
word, which could be either related to a cyber attack or be the
actual name of the cyber threat (e.g., name of a malware, trojan,
exploit, etc.).

DISCOVER monitors, in real time, multiple channels of online
chatter related to cyber security, including blogs of cyber secu-
rity experts and “white hat hackers,” as well as social media posts,
and checks for the co-occurrences of terms to uncover threats in
the discussions of malicious actors on the Dark Web forums and

1https://www.justice.gov/criminal-ccips/file/872771/download
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marketplaces. DISCOVER processes the data from these sources by
employing data mining techniques to identify novel terms related to
a potential cyber threat, which it returns as a warning. Furthermore,
the framework uses signals from multiple data sources to create a
time line of discussions of the threat. The threats discovered by the
system could alert security experts in a timely manner to take pre-
cautionary steps. Such an early warning generation system could
help organizations and victims prepare and limit their vulnerability
to cyber attacks.

The rest of the paper is organized as follows: in Sec. 2 we describe
the data sources used as an input by the algorithm and how they
are preprocessed; in Sec. 3, we introduce the DISCOVER framework
(which is an extension of the model we presented in [25]) including
details on data retrieval infrastructure and warnings generation.
We then evaluate the method and present the experimental results
in Sec.4, by analyzing several case studies. We review the existing
literature and analyze the problem of detecting and predicting cyber
threats from online data sources in Sec. 5,. Finally, we conclude
in Sec. 6 with a discussion on the uses and implications of the
framework and future work in this problem space.

2 DATA PROCESSING
Our two primary data sources for warning generation are social
media (Twitter) and blogs of cyber-security experts. We also use
data collected from darkweb to findmentions of warnings generated
by DISCOVER to create timelines of warnings.

2.1 Data Collection
Social media. Twitter is a popular micro-blogging, social media

platform where users post short messages (“tweets”), restricted to
140 characters. We compiled a list of recognized cyber-security
experts who post frequently on Twitter about cyber-security issues.
This manually curated list includes 69 international researchers
and security analysts associated with security firms, as well as
widely-followed white hat hackers. We collect tweets posted by
these experts on their timeline on an hourly basis. We use the
official Twitter API to collect data in real time and store it in an
Amazon EC2 instance. This data is then retrieved by DISCOVER
using Elastic Search, an open source search engine based on Apache
Lucene that provides a distributed, multitenant-capable full-text
search with a schema-free JSON documents. Each data point has
fields including the author of the tweet, their profile information,
location and timestamp of the tweet etc.

Cyber security blogs. The top blogs written and curated by cyber-
security experts and white hat hackers form the complementary
data source for DISCOVER. These blogs have rich technical in-
formation on the latest exploits, software vulnerabilities, popular
ransomware, malware and other topics in cyber-security. We be-
gin with a manually-curated list of 290 security blogs. We then
crawl the blogs and extract data from them in a unified RDBMS
schema (using MongoDB backend). Finally, the algorithm retrieves
the related data through the Elastic Search API. Each data entry
is characterized by different fields. Here for each post in blogs we
focus on: DatePublished, the date on which the post was published,
its URL, and text, providing the actual contents of the post.

Darkweb forums. Deepweb refers to unindexed and anonymous
sites on the internet. The part of Deepweb that is not accessi-
ble through standard browsers or search engines, but only via
anonymization protocols such as Tor and i2p is termed as the Dark-
web. To crawl the data from discussion forums on the darkweb, we
adopt the methods used in [19, 23]. To extract cyber security related
data from the darkweb, we started with a manually-compiled list of
263 sites that are forums or marketplaces relating to malicious hack-
ing and/or online financial fraud, including fishing, spear-fishing,
data breaches, ransomware etc. Each site is crawled three times
per week. The diversity of the sites in the manually compiled list
necessitates custom crawlers, instead of common crawling methods
based on the protocol and site structure. Analogously to the blogs,
once data is crawled and parsed from several sites, it is stored in a
unified RDBMS schema (MongoDB backend) to simplify data clean-
ing process. This also enables us in identifying only cyber-security
relevant information from the crawled data, since many forums and
marketplaces on the darkweb are known to be involved in other
illicit activities such as drug markets and the sale of stolen goods.
Finally, the data is retrieved by DISCOVER for warning generation
using the Elastic Search API. Each data point is a long form text post
containing metadata such as publication date, authors’ usernames,
authors’ reputations, etc. Here, we query the database to monitor
mentions about specific warnings that DISCOVER generates.

2.2 Data Preprocessing
These three data sources are very different in nature, each providing
a unique type of signal. Content from Twitter and cyber-security
blogs is cleaner compared to darkweb forums. Since the former is
written by security experts, it is highly topical and rich in techni-
cal jargon. The latter, however, is a collection of information from
darkweb sources on diverse topics. These posts also include code
snippets, tutorials on exploits/vulnerabilities, data dumps of per-
sonal information such as email addresses, passwords, etc., among
non-cyber topics, such as drug trade. The writing style within the
darkweb forums is often intentionally difficult to parse, with words
concatenated into new terms and multiple languages used within a
single post [19].

Based on the exploratory analysis, we designed DISCOVER to
take as input data related to Twitter and cyber-security blogs, while
also monitoring the mentions of new potential threats on the dark-
web. We apply a two step filtering and data pre-processing proce-
dure on the primary sources Twitter and blogs. The filtering step
eliminates terms within text that are not written in English. Af-
ter filtering, we pre-process the data by removing URLs, symbols,
numbers etc., and tokenize the text to obtain a unique list of terms.

3 THE DISCOVER FRAMEWORK
In this section, we present a detailed description of the DISCOVER
framework, depicted in Fig. 1. This is divided in two main parts:
the text mining infrastructure, used to parse the discussion in the
different sources, and the warning generation methodology in which
novel terms are detected as potential cyber threats.
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3.1 Text Mining
The data pre-processing stage results in a large list of words that
might not be relevant to cyber threats at all. To “discover” novel
terms potentially indicative of cyber threats, we filter out “known”
terms using a four stage filtering process. At each stage, we exclude
terms by filtering them out if they occur in any of the following
dictionaries:

(1) English dictionary - 236,736 commonly used English terms
based on the NLTK English corpus are used to build this dic-
tionary. Terms such as interview, hello, because are removed
as they do not represent potential cyber threats.

(2) Stopwords dictionary - 3136 stopwords e.g. to, on, a, for,
... that form this dictionary are removed;

(3) Domain vocabulary - Domain vocabulary such as techni-
cal terms and context-specific terms form the body of the
chosen data sources. They are however descriptive in nature,
and hence do not represent a potential warning word for
cyber threats. Similarly, each data source has a temporally
accumulated form and style of writing. To exclude such do-
main specific lexicon, we build this dictionary based on the
past data for each of the data sources. Based on the chosen
warning generation period for the experiments, we use data
from each source from January 2013 to August 2016. After
pre-processing, we tokenize this data to build the domain
vocabulary.

(4) Threat dictionary - 25 general terms indicating known
types of cyber-threats e.g. ddos, phishing, data breach, botnet,
etc. for a significant portion of the data;Wemanually curated
this list of words. These words are excluded in the filtering
process (but used in the next stages) as they do not stand by
themselves as a new cyber threat warning.

(5) Italian dictionary - 129, 121 common Italian words, e.g. in-
tervista, attacco, spazio, etc. form this dictionary. We use this
dictionary only for the Twitter data, since some of the cyber-
security experts tweet in Italian. All of the blogs dataset is
primarily written in English. Other non-English dictionaries
can be included upon finding their usage among the experts
in the dataset.

Using English dictionary, stopwords dictionary, we filter out com-
mon words that are unlikely to be related to cyber-threats; whereas
by means of the technical dictionary we remove several context-
specific words that have been used in the past by the users of the
individual data sources that we are monitoring. Note that the threat
dictionary can be enlarged to incorporate new terms as they enter
cyber-security vernacular.

3.2 Warning Generation
In the final step before warning generation, we impose some con-
straints to check the words that pass filtering process. Given the
viral nature of online chatter, we do not want to generate warn-
ings simply based on words that were previously not seen. Such
words could represent misspellings of known words or idiosyn-
cratic names. Hence, we need to exclude terms that have unique
occurrence: we exclude words that occur only once in all posts
during the given time period (count > 1).

Figure 1: DISCOVER framework, from data pre-processing
to warning generation and monitoring.

Additionally, we want to ensure that the detected term is related
to a cyber-security topic. To ensure this, we require that the term
co-occurs with a term from our threat dictionary, which we call
context.

Any novel term that meet these requirements (count > 1 and
n.contextwords > 0) from both data sources will be a warning
generated by the DISCOVER framework. The warning generation
occurs at an hourly rate from the Twitter data source and at a
daily rate for cyber-security blogs. Each warning is in the following
format.

• The time period (day, hour) during which DISCOVER has
generated the term as a warning
• The discovered warning term that is likely to be related to a
current of future cyber attack
• The data source that generated the term as a warning
• The frequency of the warning term in the given time period
• The list of associated threat words that co-occur as context
for the discovered term

4 RESULTS
4.1 Method Evaluation
To evaluate our framework, we let DISCOVER generate warnings
for online chatter over a time period from September 1st, 2016 to
January 31st, 2017. We have ground truth data from this time period
that was generated by earlier implementations of DISCOVER. This
ground truth set consists of 661 warnings generated from Twitter
and annotated by five experts, and 103 warnings generated from
the blogs data annotated by three experts. The annotators were
asked to independently evaluate each warning and mark it as a true
cyber threat or false flag (not a cyber threat). In particular, a word is
defined as a true cyber threat if it is related to an actual attack that
occurred in the selected time period. To identify whether the attack
occurred before, during or after the warning occurred, annotators
were asked to leverage Google search for “investigative” purposes.
Moreover, a discovered word was marked as a true cyber threat
if the majority of the annotators agreed in their evaluations (i.e.,
at least 3 out of 5 annotators for Twitter warnings, and 2 out of 3
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Figure 2: Daily count of warnings generated by DISCOVER from Twitter and blogs.

annotators for blogs). The two sets of annotations combined allow
us to evaluated our framework.

In Tab. 1, we reported the evaluations of the generated warn-
ings separately for the two data sources and the final precision of
DISCOVER, given by the combination of these results.

Table 1: DISCOVER precision on the different data sources
and on the combined data.

Data Source Num. warnings Precision
Twitter 661 84%
Blogs 103 59%

Twitter + Blogs 764 81%

As shown in Tab. 1, the 84% of the warnings coming from the
Twitter data are true cyber threats, while the 59% of the warnings
deriving from blogs data are related to real cyber threat. This lower
precision could be improved by changing the algorithm constraints
(count and context) on the different data sources. As an example,
blogs entries are in general longer texts than Twitter entries, and
as we are monitoring cyber-security blogs, they also contain on
averagemore context words than Twitter data. Thus, themajority of
the warnings generated by the blogs data source are characterized
by more than one context word. By increasing the constraint we
have on the context then, such as requiring the presence of 2 ormore
context words, we could discard some of the generated warnings
and increasing the precision on the data source.

However, the overall precision reached is high, i.e., 81%, and as
we will discuss in the following section, the use of blogs data as an
additional source allows DISCOVER to detect in advance some of
the highest-impact recent cyber attacks. Based on these observa-
tions, we decided to keep the parameters (word count and context)
the same for both Twitter and blogs, thus balancing efficiency and
generality in DISCOVER.

4.2 Scenario Analysis
To test the framework in identifying warnings relevant to imminent
cyber-threats, we run DISCOVER on data collected from February
2017 to June 2017. DISCOVER generated 344 warnings from Twitter
and 1565 warnings from blogs during this time period. The daily
number of warnings generated by both the data sources is shown
in Fig. 2.

The top warnings, along with their type, the time at which
DISCOVER generated the warning, and the source that first pro-
duced it, are reported in Table 2. We identify warnings related to
a variety of cyber attacks during this time period, including mal-
ware, ransomware, data breaches, botnets and other exploits. There
were ten warnings that were generated by both the data sources:
‘medoc‘, ‘industroyer’, ‘nayana’, ‘notpetya’, ‘kasperagent’, ‘wan-
nacry’, ‘crashoverride’, ‘dahua’, ‘wannacrypt’, ‘macspy’. Among
these, ‘industroyer’, ‘crashoverride’, ‘dahua’, ‘macspy’ were first
generated by Twitter and the remaining were first identified as
warnings by blogs. This shows the first advantage of leveraging
multiple data sources for warning generation.

The second advantage of leveraging multiple data sources for
warning generation is that we are able to provide a cybermonitoring
platformwhere, after the first time a newwarning regarding a threat
has been generated, we can monitor for the warning term in the
remaining data sources. This provides a temporal landscape of the
evolution of discussions regarding a cyber threat among the data
sources. In this regard, we use warnings generated from the primary
data sources, Twitter and blogs. We utilize darkweb as a secondary
data source to monitor warnings. Of several threats during this
time period, we elaborate on the temporal landscape of three types
of attacks—ransomware, exploit and data breach.

4.2.1 Ransomware. Wannacry — On April 18, 2017 DISCOVER
generated a warning for a new term, ‘wannacry’ from the blogs data
source. Although there were mentions of this term before the day
of first warning, the term did not pass the constraints imposed in
terms of the count > 1 and context > 0. This means that either the
number of mentions of the term was equal to one or that there was
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Figure 3: Temporal landscape of warnings and mentions related to the Wannacry attack

Table 2: Top warnings generated from February - June 2017

Discovered term Warning generation date Source Type of threat
cloudpets 2017-02-27 Twitter data breach
coachella 2017-03-01 Twitter data breach
stonedrill 2017-03-06 Twitter malware
petrwrap 2017-03-15 Twitter ransomware
incapta 2017-03-24 Twitter botnet

eternalblue 2017-05-12 Twittter exploit
wannacry 2017-04-18 Blogs ransomware
notpetya 2017-02-01 Blogs ransomware
maarten 2017-04-03 Blogs malware
pwnwiki 2017-06-12 Blogs malware
lightbulb 2017-06-25 Blogs iot, ddos
ghosthook 2017-06-23 Blogs exploit

no overlapping between the text and the threats dictionary we use.
From this time onward, apart from a couple of mentions on blogs,
the same warning is re-generated on both Twitter and blogs again
on the 12th of May, 2017. On this day, the Wannacry ransomware
became a worldwide cyber attack targeting computers running on
Microsoft Windows Operating system. The Wannacry cryptoworm
attacked Microsoft systems by encrypting data on the systems and
demanding ransom payments in the form of Bitcoin cryptocurrency.
From 12th May onward, there were recurrent warnings generated
by DISCOVER for the term ‘wannacry’. On the same day, we also
observed a warning for the term ‘eternalblue’ from Twitter data.
Later, Eternal Blue was discovered to be an exploit leaked by the
Shadow Brokers hacker group on April 14, 2017, and was used as
part of the Wannacry ransomware attack. Alongside ‘wannacry’
and ‘Eternalblue’, there were warnings generated for terms such

as ‘wannacrpyt’, ‘wcry’, ‘wanacry’ which are lexical variations of
the original term. This presents an interesting evidence of lexical
variations used as a means of discussing an imminent cyber threat
in online spaces, to circumvent the usage of the original term.

The case of Wannacry also illustrates the significance of lever-
aging multiple data sources for the task of warning generation.
Despite having a lower precision for generating valid warnings,
when compared to Twitter data, the blogs data source provides a
unique sensor to capture long form discussions and news on cyber
attacks and vulnerabilities, before the content got popularized. Sim-
ilarly, after 12th May, we observe a rapid increase in mentions of
‘wannacry’ on the darkweb forums and marketplaces. As a supple-
mentary source, darkweb data provides an automatic verification
step on whether the warning word is a one-time occurrence / new
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Figure 4: Temporal landscape of warnings and mentions related to the NotPetya malware attack

vocabulary or has on-going mentions on other data sources.

NotPetya — News regarding the Petya malware that swamped
websites of Ukrainian organizations, including banks, ministries,
newspapers and electricity firms hit popular media on 27 June
2017. The cyber attack affected multiple nations including France,
Germany, Italy, Poland, Russia, United Kingdom, the United States
and Australia. Similar to Wannacry, Petya used the EternalBlue
exploit previously discovered in older versions of the Microsoft
Windows operating system. The malware encrypted files on the
system and demanded US$300 in bitcoin to receive instructions
to decrypt their computer. At the same time, the malware also
exploited the Server Message Block protocol in Windows to infect
local computers on the same network, and any remote computers it
can find. The attack got popularly named as NotPetya, to distinguish
the version used in the Ukraine cyberattacks which was a modified
version of the original Petya malware.

DISCOVER generated a warning for NotPetya almost a month
before the attack went public. The first warning was generated on
Feb 1st 2017, followed by couple of mentions and warnings until
early March 2017. While monitoring for NotPetya on the other
data sources, we observed no activity until mid March (15 March
2017), when data from Twitter generated a warning for NotPetya.
This was followed by another warning from Twitter on 21 March
2017. Additionally, during the same period of increased activity
around the usage of NotPetya, darkweb showed similar signals
with increase in mentions for the term. Finally, after over 2 months,
the attack was public on 27 June 2017 when both the primary data
sources generate multiple warnings for the term. Such a temporal
landscape with recurrence in discussions on an existing malware
like NotPetya, becomes a strong indicator of an imminent cyber

threat. It can be highly beneficial for security experts to use such a
monitoring tool. Finally, similar to ‘wannacry’, the warning term
‘NotPetya’ had multiple lexical variations such as ‘petrwrap’ and
‘petyawrap’.

4.2.2 Malware. Kasperagent — Kasperagent is a Microsoft Win-
dows malware targeting users in the United States, Israel, Pales-
tinian Territories, and Egypt since July 2015. It was discovered
by Palo Alto Networks Unit 42 and ClearSky Cyber Security, and
publicized in April 2017 in the targeted attacks in the middle east
leveraging decoy Palestinian Authority documents. The threat ac-
tors used shortened URLs in spear phishing messages and fake
news websites to direct targets to download the malware. These
malware samples then dropped various decoy documents associated
with the Palestinian Authority, the governing body of the emerging
Palestinian autonomous regions of the West Bank and Gaza Strip.
DISCOVER generated the first warning for Kasperagent from the
blogs data source on 12 June 2017, before it got popularized around
the 14th June, 2017. This demonstrates the possibility of using DIS-
COVER as an early warning generation tool yielding actionable
insights to analysts and decision makers.

4.2.3 Exploit. Ghosthook — During the week of June 22 to June
27, 2017 security researchers discovered the Ghosthook attack tech-
nique, which uses features of the Intel CPUs (central processing
units) to take over 64-bit Windows systems. It was reported that
“Windows has traditionally been safe from most cybercriminals
trying to install rootkits, but the GhostHook attack can bypass
PatchGuard, which was specifically developed to protect its op-
erating system at the kernel level” 2. Although hooking rootkits

2https://securityintelligence.com/news/ghosthook-attack-reveals-kernel-level-
threat-in-64-bit-windows-systems/
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is not always used for malicious purposes, researchers note that
hackers would require a malware present on the system to exploit
a rootkit. During this time period, DISCOVER generated a warning
for Ghosthook early on the 23rd June 2017. The warning was gen-
erated by the blogs data source with associated context as “exploit,
rootkit, malware”. The warning was only generated by blogs and
not Twitter. This demonstrates the novelty of each individual data
source in generating a particular kind of warnings that might not
be found in the others. Early identification of such rootkits and
malwares could be highly beneficial for companies in mitigating
and fixing the threat.

4.2.4 Data breach. Cloudpets — On Feb 28 2017, news broke
that personal information of more than half a million people who
bought internet-connected teddy bear toys fromCloudpets has been
compromised. The leaked information included email addresses,
passwords as well as profile pictures and more than 2 million voice
recordings of children and adults who had used the CloudPets
stuffed toys. The companyâĂŹs toys could connect over Bluetooth
to an app, allowing parents to upload or download audio messages
for their child. According to online news sources, the parent com-
pany Spiral Toys left customer data of its CloudPets brand on a
database that wasn’t password-protected. “In fact, at the beginning
of January, during the time several cybercriminals were actively
scanning the internet for exposed MongoDB’s databases to delete
their data and hold it for ransom, CloudPets’ data was overwritten
twice, according to researchers” 3 . DISCOVER generated the first
warning for Cloudpets on Feb 27 2017 with 2 mentions from the
experts feed on Twitter data source. Using contextual information
DISCOVER related the warning to the threat words - accounts,
breach. Subsequently, multiple warnings were generated from the
Twitter data stream on the 28th Feb 2017, until the 1st of March,
2017. Cloudpets breach is an example of warning that was generated
only by a single data source in the DISCOVER framework. There
were no mentions of cloudpets in the blogs sources. This demon-
strates the unique nature of each data source; reporting nature
of Twitter rather than long-form description, counter-measures
against cyber threats as on blogs.

5 RELATEDWORK
In this paper, we leverage signals from multiple online data sources
such as the activity of cyber-security experts on social media (Twit-
ter) and blogs towards building an early warning generation system
for cyber threats. Prior work has explored these data sources with
similar motivations.

The activity of hacker groups on darkweb forums has been iden-
tified as a rich data source in detecting threats posing risk to individ-
uals, corporates, and the government. Previous research has studied
the landscape of this online space in terms of the individual partici-
pants and information disseminated. They found that individuals on
these forums advertise tools such as malware samples, source codes
and also sell on open black markets operating on-line [1, 14, 26].
Information on such cyber vulnerabilities is disseminated among
the hacker community commonly in the form of tutorials (both
text and video), directly enabling readers to launch criminal cyber
3https://motherboard.vice.com/en_us/article/pgwean/
internet-of-things-teddy-bear-leaked-2-million-parent-and-kids-message-recordings

attacks such as denial of service, SQL injections etc. [5]. Alongside
the advertising of vulnerabilities, stolen personal data such as credit
card information 4, accounts information such as during the Ashley
Madison hack are put up on sale on these forums. Research has
also studied individuals on these forums from a demographic, soci-
ological perspective, as a hacker community [10, 15]. The presence
of such communities was identified to be common across several
geo-political regions where information technologies are either
ubiquitous or rapidly growing, including the US, China, Russia, the
Middle-East etc. [4, 18].

In the recent past, social media (such as Twitter) has also emerged
as a rich data source for variety of prediction tasks ranging from
stock market [7], elections [29], epidemiology [2, 8], health and
well-being [9] etc. Specifically, in the domain of cyber-security pre-
vious work has focused on the study of manipulation and abuse [11],
detection and effects of spam [3, 30], social bots [13, 27], malicious
campaigns [6, 12, 22, 28], etc., on Twitter. However, there is an
untapped wealth of information based on the activity of security ex-
perts and white hat hacker groups on Twitter as well as grievances
and complains on softwares by regular users. In this direction, most
recent work by Sabottke et al. [24] used Twitter for identification of
cyber vulnerabilities. In this paper, we leverage the experts’ activity
on Twitter as a novel signal for cyber threat warning generation.

Finally, alongside the rich data sources, computational meth-
ods for the identification and prediction of cyber threats has been
explored. Okutan et al. used Bayesian networks to predict cyber
attacks using unconventional signals from Twitter, the GDELT
project and cyber-security blogs [20]. Similarly, towards the task of
forecasting zero-day vulnerability discovery rates, David Last pre-
sented ongoing research on Vulnerability Discovery Models [17] for
both global and software specific categories for example, Browser,
Operating system, Video vulnerabilities.

Despite the rich body of work utilizing unconventional data
sources for threat detection, they have only been analyzed as in-
dividual signals. In this paper, we provide a robust framework for
cyber-threat warning generation using multiple data sources to ex-
tract unique knowledge from each data source as well as a temporal
landscape of warnings prior to a cyber-attack.

6 CONCLUSION
In this paper, we presented DISCOVER, an earlywarning generation
algorithm, whose aim is to predict cyber threats by mining online
discussions.

Our framework takes as an input unconventional and public
data sources related to cyber security topics. Here, we focus on the
analysis of two main data sources: Twitter accounts of cyber secu-
rity experts, and cyber security related blogs. The system monitors
tweets and blog posts published online daily and, by mining their
text, detects unusual words that can be related to a cyber threat.
Then, it produces alerts for each of the discovered words, along
with a context that helps to identify the type of cyber threat, e.g.,
ransomware, malware, phishing attack, data breach etc. Finally,
it looks for mentions of the generated warning on the darkweb.
This last step combined with the previous ones allows DISCOVER

4https://www.theguardian.com/technology/2015/oct/30/stolen-credit-card-details-
available-1-pound-each-online
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to build a temporal landscape of online discussions related to the
specific warning.

We evaluated the method over the period going from Sept 1,
2016 to Jan 31, 2017, for which we have a ground truth for the
warnings generated from Twitter posts. Moreover, for the same time
period, we asked cyber security experts to evaluate the outcome of
DISCOVER on blogs data. The evaluation shows that DISCOVER
reaches a warning average precision above 81%, respectively of 84%
for Twitter warnings and above 59% for blogs.

Despite the lower precision derived from blogs in combination
with Twitter, we proved how this additional data source has a key
role in the warning generation procedure. Running DISCOVER on
both the sources indeed allowed to detect in advance two major
cyber attacks: Wannacry and NotPetya.

We could tune the constraints of the algorithm to better fit the
different data sources. However, by increasing the thresholds some
of the true cyber threats that we found could be discarded. Moreover,
in the present version of DISCOVER we reach a good balance
between having a general algorithm that can be run on several data
sources, a high precision, and a wide spectrum of detected cyber
threats.

Future work will be devoted to enhance DISCOVER by extend-
ing the list of cyber security experts upon which we rely when
monitoring online discussions. One possible direction would be
to use Natural Language Processing (NLP) techniques as well as
topic analysis to automatically detect cyber security related forums,
blogs, and Twitter authors. Moreover, these techniques could help
in the extraction of further details from darkweb forums. We plan to
detect contextual information about a warning, such as the source
of the attack (hackers) and the targets, and try to identify when the
attack will occur.

Other directions include extending DISCOVER to identify lexical
variations related to the same cyber threat, and to generate dynamic
warnings. We could adapt the framework to keep track of a certain
word after its generation, andmake the relevance of warnings decay
if that word is not mentioned for a certain time period.
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