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Intro

• Digitized Geo-Data

– Rich sources of information

– understanding human & environmental systems

– describing human & natural activities

– Labor-intensive to analyze

– Often require grounding & additional contextual information
• e.g., demographics, geology, stratigraphy, other

Historical Topographic Maps
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Problem
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• Embed geospatial data into high-dimensional vector space

– Preserve its semantic meaning & relationships between entities

– enabling semantic typing/labeling of geospatial entities

– Downstream tasks such as Smart City apps
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Challenges
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“Everything is related to everything else.
But near things are more related than distant things.”

-Waldo R. Tobler



Approach
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• Method to embed:

– Geometric attributes (shape)

– Spatial attributes (area, length)

– Neighborhood context (nearby geo-entities)

to generate a representation that can learn & infer properties about geo-entities
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Approach – cont’d
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• Data

Nodes - dots used to mark locations
  Ways - connected line of nodes
  Relation - used to create more complex shapes

node

way

relation

OpenStreetMap

CA OSM Snapshot

https://wiki.openstreetmap.org/wiki/Node
https://wiki.openstreetmap.org/wiki/Way
https://wiki.openstreetmap.org/wiki/Relation


Approach – cont’d
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• but, OSM data is

– Inconsistent across regions

– Varying-granularity

– Noisy

OpenStreetMap
data/dump

??



Approach – cont’d

9

• use taxonomy-constructor as an auxiliary tool to

– Generate a lightweight taxonomy from OSM tag data

OpenStreetMap
data/dump

construct base 
terminology

count parent-child 
relations

build taxonomy
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Approach – cont’d
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Approach – cont’d
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Approach – cont’d
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Normalized
Temperature-scaled
Cross Entropy Loss



Evaluation
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• 8-fold SVC on embeddings
Data: 2k+    instances →  11 WD classes

  16k+  instances →  18 OSM tags

OpenStreetMap

Training: 200k CA OSM dump (2.3 tags avg)



Evaluation – cont’d
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Evaluation – cont’d
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Related Work
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• ML for Geospatial Classification (Castelluccio 2015, Klemmer 2023, Kaczmarek 2023, Xu 2022, Yan 2021)

– Employ CNNs, GNNs, and GCNs for: building footprints & urban land-use classification

– Do not address the incorporation of external (open) knowledge

• Geospatial Embedding Techniques (Tempelmeier 2021, Jenkins 2019, Li 2022)

– Develop unsupervised embedding such as GeoVectors & SpaBert

– Do not address shape or explicit spatial data for enhanced geo-entity representation

• OSM Embedding (Woźniak 2021)

– Proposes embedding method for OSM regions using hexagonal grids

– Does not address individual entities



Future Directions
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• Advanced data modeling

– More modalities

– More data (e.g., rapidly changing geographies)

• Enhanced embedding techniques

– Utilize textual information and deep learning attention mechanisms

– Expand integration of textual data

• KG expansion

– Apply & integrate with additional domains like archaeology & environmental sciences

• Dynamic semantic modeling

– Create more sophisticated & evolving semantic models for accurate representation 
across multiple domains

figure from Essentials of Geographic Information Systems, Ch 7, Saylor Academy, 2012



Conclusions

19

• Takeaways

– Method for geo-referenced entity embedding on the web
• self-supervised

• leverages geometric, spatial, & semantic contexts

• weighted contrastive learning

• enables seamless semantic typing for integration on the web

– fuels further discovery & enrichment

• Thanks for Listening!

[Linked Maps]

Embedding Geographic Data for OSM Type Inference

entity geo-feature encoder
entity space encoder

relax
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