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CASE STUDY: JOB SALARY PREDICTOR 

We will do a simple case study on using text analytics to assist job seekers negotiate salaries by 

predicting what salary to expect for a certain job description at a given location.  

 

Opening prompt / problem statement  

 

There are tens of thousands of jobs on online job boards that invite job seekers to apply for 

jobs without providing an estimate of the compensation they provide – this is further validated 

when scraping for salaries online. This poses a lot of problems for job seekers, especially new 

graduates, applying for a job role or when trying to negotiate the compensation.  

 

Context and opportunity 

 

One approach is to train machine learning models to predict salaries for a job posting at a 

certain location in the United States. The model has to use the text descriptions used when 

advertising the job, but also ‘discrete’ features such as location and title. Job seekers face this 

problem every day in their job hunt which provides a strong motivation to build an efficient and 

reliable model that finds the right compensation for the right job and level of experience. 

 

Technical Details 

 

In order to predict the salary from the set of predictors, we need to collect a lot of data to train 

the machine learning models. Furthermore, we want to work with raw data from the real-

world; hence one option would be to scrape data off Indeed.com or other popular job boards 

with a variety of jobs. One could use the Selenium web scraper with search strings ranging from 

‘software engineering’ to ‘data scientist’ to scrape (potentially) tens of thousands of postings. 

 

Even after scraping, data cleaning is an important challenge that needs to be dealt with (see 

case question ii).  Examples of data cleaning steps include removing punctuation, new line 

characters, extra spaces/tabs and stopwords; converting all formats to salary (in $) per year 
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using RegEx and conversion rules; standardized ‘closed world’ fields such as states and 

countries, and attempt to correct spelling errors.  

Suppose that the final data, after scraping, cleaning and preprocessing before vectorization 

looks like the following: 

 

 

 

Many job titles and descriptions, despite being different, are actually very similar in practice 

(e.g., ‘Jr. Software Engineer’ vs. ‘Software Engineer I’). One way to ‘cluster’ such similar jobs is 

by using clustering. Recall the k-means algorithm we studied in lecture. One of the issues with 

k-means is that we have to specify k in advance. Also, it is not exploratory.  

 

An alternate approach is to use topic modeling, with different values for k (the number of 

topics). An advantage of this approach is that it shows us the word clouds associated with each 

topic: 
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One advantage of the topic model is that we can use the topic to which a job has been assigned 

as a type of feature. This ensures that jobs that are ‘topically’ similar have a feature in common. 

We could also use word embeddings and other features to ‘vectorize’ the job description or 

even the titles.  

Once we have processed the text, we need to deal with the discrete features, perhaps by 

normalizing them. Next, we need to train a machine learning model with some training data 

(using known salaries for jobs, either proprietarily, or by using select data from sources like 

Glassdoor). We then need to evaluate it on all our scraped data, or potentially allow a user to 

get predictions by posting job details on a Web application user interface: 
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Case Questions 

i) In Technical Details, we mentioned search strings ranging from ‘software engineering’ to ‘data 

scientist’. Give a few more examples of what the search strings could be, and whether you 

would want to limit by technical fields.  

ii) Suppose you scraped a CSV file that contains data along the lines provided below. How would 

you clean this dataset?  
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iii) We suggested clustering as one way to deal with jobs that look ‘different’ but are actually 

very similar. What are some metrics that can be used to evaluate clustering? Instead of using 

topic model or even k-means, would it make sense to use hierarchical or agglomerative 

clustering? What are the pros and cons of such an approach? 

iv) Describe in detail how you might use an ensemble machine learning model to learn 

something that works across many sectors and industries.  

v) Why would you want to use word embeddings vs. an approach like tf-idf in a problem such as 

this one? Hint: think about whether you might encounter words that are not present in the 

corpus you obtained to get your tf-idf model. Why is there particularly good reason to suspect 

this problem might arise in this domain? 

vi) Suppose you have a model that works quite well right now. How might you extend it to work 

over longer time periods (say, 2-5 years) without re-training? 

vii) Comment on how you would extend the model or pipeline to deal with non-US geographies, 

and non-English job postings.  

viii) Comment on the metrics for success on the various stages of the pipeline presented in 

Technical Details. 


	Opening prompt / problem statement
	Context and opportunity
	Technical Details
	Case Questions

