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MAP vs. NDCG

• Both are important and highly correlated
• NDCG has the advantage that it can take ‘soft’ 

relevant values into account (MAP can be 
modified to account for this, but it’s non-standard)
• NDCG and MRR can both be biased in that top-

ranked results are given extreme weight
• To an extent, this problem affects almost all ranking-

based IR metrics, by necessity
• Question: We had a ‘single-point’ F-Measure 

between precision and recall to capture the 
‘tradeoff’ between the metrics when we used set-
based retrieval. Is there a way to capture a similar 
tradeoff here?



Cont’d

• Just like we computed precision@k, we can also compute recall@k
• Plot a curve!
• Or compute F-Measure@k and then plot it vs. k
• Many ways to get the information you need (remember that it 

depends on your task)
• In research, we always use multiple metrics, baselines and benchmarks to 

make a compelling case



Anatomy of a search engine
Let's try putting all these concepts together



Issues to think about before designing a 
search engine

• What are the 'queries' and 'documents'?
• For Google, queries are sequences of keywords and documents are 

webpages that it has managed to crawl and index
• How do we represent queries and documents? Do we represent them 

in the 'same' vector space (usually yes)?
• As we saw, many options
• Neural models like word2vec, GloVE and fasttext
• Random indexing
• Tf-idf (still the most popular in Information Retrieval, especially if speed and scale are 

important)

• Given a query and set of documents, all appropriately represented, 
how do we assign relevance scores to each document?

• How do we evaluate how well we're doing?

• Domain-specific search engines are a hot area of research (e.g., 
building a search engine over legal documents or social media)

• Could be a project idea



The basics (devil is in the details!)



Word embeddings and representation 
learning
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What’s in a word?
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What’s in a word?

Nothing at all
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Firth’s axiom, distributional hypothesis…
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Inputs and contexts: Skip-gram vs. CBOW vs. other 
models

CBOWSkip-gram
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StarSpace
https://github.com/facebookresearch/StarSpace

https://github.com/facebookresearch/StarSpace

