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Learning Bayes Nets 
 
Parameter estimation: Given some data D over a set of random variables X and a Bayes Net 
(with empty conditional probability tables or CPTs) estimate the parameters (= fill in the 
CPTs) of the Bayes Net. 
 
Structure learning: Given some data D over a set of random variables X, find a Bayes Net 
(define its CPTs) and estimate its parameters. 
 
Let’s look at an example 
 

 
 

 
 

 


